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Agenda
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 MELLODDY

 Federated Learning

 Data Confidentiality

– Membership Inference

– Reconstruction Attack

– Empirical Defenses

– Secure Aggregation
Balázs Pejó; Mina Remeli; Ádám Arany; Mathieu Galtier; Gergely Ács:

"Collaborative Drug Discovery: Inference-level Privacy Perspective„
Transactions on Data Privacy (TDP), 2022.

http://www.tdp.cat/issues21/abs.a449a21.php
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MELLODDY
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 To harness the collective knowledge of the consortium in 
identifying the most effective compounds for drug 
development, while protecting the intellectual 
property rights of the consortium contributors.
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Consortium
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Machine Learning



Federated Learning
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0)   The aggregator server initializes the model, 
i.e., determine the hyperparameters.

1) The aggregator broadcast the model to some clients.
2) Those clients train that model on their local dataset 

and send the update to the aggregator. 
3) The aggregator aggregates the 

model updates into the new model.
4) The final model is broadcasted 

to all participating clients.
5) Repeat from 1) 

until convergence 
is reached.
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Attacks



Membership Inference
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 Leaks the usage of data samples about the overall training data.
 Machine learning models often behave differently on training 

sample versus a sample that they 'see' for the first time.

0.3% Leonardo Da Vinci
0.1% Johannes Vermeer
99.4% Vincent van Gogh
0.2% Frida Kahlo

2.6% Leonardo Da Vinci
6.2% Johannes Vermeer
89.7% Vincent van Gogh
1.5% Frida Kahlo

 Used to audit ML models.



Reconstruction Attack
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 Recovers “exact” training samples using the model updates.
 During training, the model is updated with 

the change corresponds to a data sample.
– Data is given (  ), model is given (  ).
– Change is computed (  ).

 An attacker can swap what is given and what is computed.
– Model is given (  ), change is given (  ).
– Data is computed (  ).



Defenses



Empirical Defenses
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 Pre-Processing
– Remove Sensitive Data
– Include Fake Data

 Post-Processing
– Round probabilities
– Only return predictions

 Before Training
– Chose Adequate Model

 During Training
– Use Randomization
– Use Compression

2.6% Leonardo Da Vinci
6.2% Johannes Vermeer
89.7% Vincent van Gogh
1.5% Frida Kahlo



Secure Aggregation
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 In FL the server learns the individual changes; hence, 
it can get information about underlying sensitive data.

 Secure Aggregation hides individual gradients 
with masks which cancel out after aggregation. 
– Relies on cryptography.

E.g., 1+2=3 encrypted as X+Y=3.
– Final model is not affected.

 Attribution is 
not possible 
without 
background 
knowledge.
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Conclusion
 Machine Learning models

potentially leak sensitive 
information about the 
underlying training data.
– Membership Inference reveals 

the usage of a data sample. 
– Reconstruction Attack reverse 

engineers the training data itself.

 Defense techniques exists, but they come with a compromise.
– The stronger the defense, the more it 

effects the performance of the model. 

 https://www.tdp.cat/
issues21/abs.a449a21.php
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