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• AML is concerned with the design of ML algorithms that can resist security challenges, the 
study of the capabilities of attackers, and the understanding of attack consequences

Adversarial Machine Learning

Attack (Target, Technique, Knowledge)

Defenses (Training Attacks, Inference Attacks)

Consequences (Confidentiality, Integrity, Availability)
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Adversarial Machine Learning

NIST - Adversarial Machine Learning: A Taxonomy and Terminology of Attacks and 

Mitigations, public draft, March 2023 - https://doi.org/10.6028/NIST.AI.100-2e2023.ipd

https://doi.org/10.6028/NIST.AI.100-2e2023.ipd
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Attacks to AI/ML

training inference

Poisoning Evasion
Oracle

Insert adversarial 
samples to the 
training data

Change the 
Prediction DataReverse engineer 

the model or 
dataset
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Desirable Properties

• Accuracy

• Explainability

• Fairness

• Computational Efficiency

• Robustness

• Trustworthiness
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Measuring Security and Trust of AI

1.Robustness to Attacks-related KPIs:
1. Adversarial Success Rate
2. Attack Detection Rate
3. Recovery Time
4. Out-of-Distribution Detection Rate

2.Transparency-related KPIs:
1. Transparency Score
2. Bias Detection Rate
3. Explanation Length

3.Explainability-related KPIs:
1. Model Explainability Score
2. Explainability Accuracy
3. User Satisfaction with Explanations

4.Compliance and Ethical Considerations-related KPIs:
1. Compliance Adherence Rate
2. Bias Mitigation Effectiveness

1.Privacy Preservation-related KPIs:
1. Data Anonymization Effectiveness
2. Differential Privacy
3. Leakage Rate

2.Authentication and Authorization-related KPIs:
1. Authentication Success Rate
2. Access Control Effectiveness
3. Encryption Strength

3.Adversarial Detection and Response-related KPIs:
1. False Positive Rate
2. Detection Time
3. Attack Mitigation Success Rate

4.Model Integrity-related KPIs:
1. Model Tampering Detection Rate
2. Model Update Integrity
3. Model Rollback Prevention Rate

5.Secure Data Handling-related KPIs:
1. Data Encryption Effectiveness
2. Data Breach Incidents
3. Data Access Audit Accuracy

6.Resilience to Data Poisoning-related KPIs:
1. Poisoned Data Detection Rate
2. Model Performance Degradation
3. Data Sanitization Effectiveness

7.Continuous Monitoring and Updates-related KPIs:
1. Vulnerability Patching Time
2. Security Audit Completion Time
3. Incident Response Time

1.Fairness-related KPIs:
1. Bias Detection Rate
2. Demographic Parity
3. Equalized Odds

2.Reliability-related KPIs:
1. Prediction Confidence
2. Prediction Consistency

3.Generalization-related KPIs:
1. Generalization Accuracy
2. Domain Adaptation Performance

4.User Feedback and Satisfaction-related KPIs:
1. User Satisfaction Score: Feedback provided 

by users on their satisfaction with the AI 
model's outputs, explanations, or overall 
performance.

Trust & Security Trust

Security



ENISA AI Cybersecurity Conference | Jun 07, 2023 | Brussels, Belgium 7

• Evaluating the robustness of ML models

New Metrics?
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Simulate an adversarial evasion attack vector 

targeting class 𝑖

Create perturbations in samples of other 

classes so they are misclassified as 𝑖

Analyze the increase of false positives of 𝑖, 

which denotes a lack of robustness

Improve the adversarial defense strategy and 

perform a new robustness analysis

Total classes𝐶
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Metrics

False Positive Rate

• Proportion of samples of other classes that 
were incorrectly predicted as class 𝑖

• Defined as:  
𝐹𝑃

𝐹𝑃 +𝑇𝑁

Balanced Accuracy

• Arithmetic mean of specificity 
and recall

• Defined as: 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 + 𝑅𝑒𝑐𝑎𝑙𝑙

2

F1-Score

• Harmonic mean of precision 
and recall

• Defined as:  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

Specificity

• Proportion of samples of other 
classes that were correctly 
predicted as other classes

• Defined as:  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃

Recall

• Proportion of samples of class 
𝑖 that were correctly predicted 
as class 𝑖

• Defined as:  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

Precision

• Proportion of samples 
predicted as class 𝑖 that were 
actually of class 𝑖

• Defined as:  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
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• Integrates security practices into ML 
development and deployment

• Protects the privacy and security of training and 
testing data

• Safeguards deployed models and infrastructure 
from malicious attacks

• Implements secure coding practices and 
conducts threat modeling

• Performs security audits and establishes incident 
response for ML systems

• Ensures transparency and explainability to 

prevent unintended bias

MLSecOps
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OWASP and MLSecOps

#1

#5

https://ethical.institute/security.html
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• MITRE ATLAS™ (Adversarial Threat Landscape for Artificial-Intelligence Systems)

Threats to ML

MITRE ATLAS™ and MITRE ATT&CK® are a trademark and registered trademark of The MITRE 

Corporation - https://atlas.mitre.org/

https://atlas.mitre.org/
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AI Risk Management

NIST - Artificial Intelligence Risk Management Framework (AI RMF 1.0), January 2023 -

https://doi.org/10.6028/NIST.AI.100-1
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- Foolbox - https://foolbox.jonasrauber.de/

- ART - https://github.com/Trusted-AI/adversarial-robustness-toolbox

- Secml – https://github.com/pralab/secml

Useful tools

https://foolbox.jonasrauber.de/
https://github.com/Trusted-AI/adversarial-robustness-toolbox
https://github.com/pralab/secml
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Way-ahead

Cybersecurity Artificial Intelligence
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Thank You!

Isabel Praça

icp@isep.ipp.pt


