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EXECUTIVE SUMMARY

This material contains an update to the existing ENISA Collection of CSIRT trainings, specifically
focusing on the trainings labelled under “Technical” and “Operational” on the ENISA CSIRT training
webpages?. The revised and renewed training materials are based on good practices and include
methodologies, tools and procedures to be compliant with the “Train the Trainer” approach.

The updated scenarios also include content that is in line with the current technologies and
methodologies in the EU-wide domain of automation and orchestration in Incident Response. The
training includes performance indicators and means, supporting those who use it to increase their
operational competence.

The new training material presented in this document consist of multiple independent modules, each
covering a particular combination of open-source tools that are widely accepted and recognised within
the CSIRT and cybersecurity communities. They are designed to help CSIRTs cope with today’s large
amount of valuable information and data sources and to facilitate sharing valuable information to other
teams and communities. This allows the CSIRT to enrich data with their own intelligence and then
share it back to the wider CSIRT community, a powerful weapon in today’s battle against large scale
and sophisticated threats.

The underlying technical framework developed for the training allows modifying and extending the
materials to adapt to the fast evolving landscape of CSIRT tooling, making the training reusable and
future-proof. This concept aims to give both new and experienced teams the opportunity to “test-drive”
new tools and explore how they can be integrated in existing setups in a more efficient way. The
technical platform is provided as a Virtual Machine and it was conceived to allow a smooth transition
to cloud based hosting.

For each interesting combination of the included tools, one part of the training is intended for staff that
will setup, configure and maintain the tools. The second part is more aimed towards the security
analysts that will be using these combined tools during their daily activities. The two parts are not
exclusive so staff that is involved in both types of duties can participate in both parts.

It is worth noting that the technical framework allows all the different training modules to be setup
independently from each other. The second (analyst) part can be deployed without first having to go
through the administration part.

The duration of the whole training is estimated for two days (approximately 16 hours), including
breaks, but it can also be used only with a specific subset of the training modules, and allow
shortening the required time needed to go through the training and to adapt the training to their
specific needs.

The updated material consists of a Virtual Machine that allows deployment of all the required training
scenarios, a trainers Handbook, students’ Toolsets and slides to accompany the trainer and the
students while executing exercises. The practical approach applied in this material leads the trainees
through scenarios based on simulated situations and mirroring typical CSIRT processes.

The training scenarios are targeting mainly technical CSIRT staff (both administrators and security
analysts) who would like to improve their skills, effectiveness and cooperation with other teams and
stakeholders.

2 https://www.enisa.europa.eu/topics/trainings-for-cybersecurity-specialists/online-training-material
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INTRODUCTION

1.1 AIM OF THIS TRAINING

The training aims in supporting new as well as more experienced CSIRTSs teams in orchestrating
multiple open-source tools for information collection, processing and exchange to allow automation of
common data handling and analysis tasks.

The underlying technical framework developed for the training allows modifying and extending the
materials to adapt to the fast evolving landscape of CSIRT tooling, making the training reusable and
future-proof. This concept aims to give both new and experienced teams the opportunity to “test-
drive” new tools and explore how they can be integrated in existing setups in a more efficient way.
The technical platform is provided as a Virtual Machine (VM) and it was conceived to allow a smooth
transition to cloud based hosting.

It is worth noting that the technical framework allows all the different training modules to be setup
independently of one anothers.

There is also a Chapter (11) devoted to the architecture and the technical background of the training.
It includes debugging tips and sections on how to add new tools and/or scenarios to the platform.

1.2 STRUCTURE OF THE TRAINING

The training is divided into two parts, each with a different target group in mind. Needless to say of
course that this division is not exclusive. In many cases, CSIRT staff take up technical system
administrator duties while they also work as security analysts in their team.

The first part is dedicated to the technical aspects of the orchestration, allowing to practice with a
selection of open-source tools that are presented below. This part is more aimed towards system
administrators or CSIRT staff that will be responsible for the setup and maintenance of the tools.

The second part — mainly intended for security analysts - deals with analytical workflows, focusing on
leading simple analysis designed as training scenarios. Each of the scenarios demonstrates how
different tools can facilitate a typical CSIRT workflow. The emphasis is placed on the benefits of
having multiple CSIRT tools interconnected (orchestrated) and supporting analysts’ work.

Each part consists of separate blocks that can be run independently of each other in any order of the
choice. This allows tailoring the training exactly towards the needs of individuals or teams. How this
can be achieved, is described further in this Handbook.

Training materials for both parts consist of a Trainers Handbook, students’ Toolsets and slides that
take you through the training systematically. A Virtual Machine allows deploying all the available
scenarios.

They can be downloaded from the ENISA website here:

https://www.enisa.europa.eu/topics/trainings-for-cybersecurity-specialists/online-training-
material/technical-operational/#Orchestration

3 E.g., the analyst part can be deployed without first having to go through the administration part.
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1.3 TOOLS USED IN THIS TRAINING

The following open-source tools have been chosen for this training. They are commonly used in
CSIRTs and other security teams in general for monitoring, information collection, data & incident
analysis and information exchange.

1.3.1 MISP

MISP* (Malware Information Sharing Platform) is the leading open-source threat intelligence platform,
with a very high adoption rate in CSIRTs across the EU and worldwide. MISP has a built-in distributed
sharing mechanism that is used to exchange Indicators of Compromise (IoCs) between multiple
teams.

1.3.2 TheHive

TheHive® is an incident-handling platform, supporting common analysts' workflows. It supports the
management of structured and unstructured information, automation and collaboration between team

members. TheHive integrates well with other systems commonly used by CSIRTs and other IR teams.

1.3.3 Cortex
Cortex® is a companion tool for TheHive that is used for correlation, enrichment of observables and
automation of response actions.

1.3.4 IntelMQ
IntelIMQ7 is a modular system for fully automated collection, normalization, enrichment and distribution
of data feeds.

1.3.5 Elasticsearch

Elasticsearch® is a versatile and general-purpose solution for data storage, popular for storing logs
and other information relevant for incident detection and analysis. It is highly scalable and has rich
query capabilities.

1.3.6 Kibana

Kibana® is a web frontend for Elasticsearch, allowing analysts to query and visualize data, including
creating helpful real-time dashboards based on gathered data.

1.3.7 SNARE and TANNER
SNARE? is a web honeypot for monitoring of incoming attacks. TANNER?! is used to control the
behaviour of multiple SNARE instances and aggregate the information that is collected.

1.4 ARCHITECTURE

The training infrastructure is based on state of the art open-source containerisation and orchestration
technologies such as Kubernetes'? and Helm?*2. This approach allows simplifying further development
of the materials in the future by adding new tools and rearrange existing ones.

Moreover, the solution can be adapted to work natively in a hosted cloud infrastructure, removing the
need for local setup of the environment and thus completely streamlining the training process.

4 https://www.misp-project.org/

5 https://thehive-project.org/

5 https://github.com/TheHive-Project/CortexDocs
7 https://github.com/certtools/intelmgq

8 https://www.elastic.co/products/elasticsearch

9 https://www.elastic.co/products/kibana

10 http://mushmush.org/

1 http://mushmush.org/

2 https://kubernetes.io/

3 https://helm.sh/

Orchestration of CSIRT tools

DECEMBER 2019


https://www.misp-project.org/
https://thehive-project.org/
https://github.com/TheHive-Project/CortexDocs
https://github.com/certtools/intelmq
https://www.elastic.co/products/elasticsearch
https://www.elastic.co/products/kibana
http://mushmush.org/
http://mushmush.org/
https://kubernetes.io/
https://helm.sh/

*
x
x

* x

*

*

enisa

* ¥

*

Orchestration of CSIRT tools

More information on the architecture and technical setup of the training can be found in Chapter 11 of

this handbook.

We encourage trainers to have a look at the section with Debugging Essentials (11.5) at the end of
this Handbook since the information in that section might come in handy when facing technical
difficulties while deploying the training scenarios.

2. ADMIN PART - GENERAL
INFORMATION

2.1 INTRODUCTION

This part covers the training modules aimed towards the staff that will be setting up, configuring and
maintaining the tools in the portfolio of this training set.

The minimum specifications for a computer that will be used to run the training environment are:

e A 64bit CPU with virtualization support enabled,

e Atleast 12 GB of RAM,

¢ Installed a recent version of VirtualBox* in the main operating system of the computer,
e 40 GB of free disk space (SSD recommended)..

2.2 CREDENTIALS

The following table gives an overview of the credentials that are needed to access the different
systems and tools in the exercises.

Exercise ‘ System
All Training VM
MISP admin MISP1
MISP admin MISP2
MISP analyst MISP1
MISP analyst MISP2

Elasticsearch

Elasticsearch = Kibana
TheHive TheHive
TheHive Cortex
TheHive Cortex
IntelMQ IntelMQ
IntelMQ Honeypot

Elasticsearch

’ URL

https://misp.enisa.ex
https://misp2.enisa.ex
https://misp.enisa.ex
https://misp2.enisa.ex
http://elasticsearch.enisa.ex
http://kibana.enisa.ex
http://thehive.enisa.ex
http://thehive.enisa.ex
http://cortex.enisa.ex
http://intelmg.enisa.ex

http://honeypot.enisa.ex

‘ Username

‘ Password
enisa enisa
admin@admin.test admin
admin@admin.test StrOngP @sswd!

admin@admin.test FirstinstancePassword!

admin@admin.test SecondlnstancePassword123!

admin admin
admin.enisa.ex admin
admin admin

14 Oracle VirtualBox virtualisation software can be downloaded for free from this website: https://www.virtualbox.org/
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3. MISP ADMIN

3.1 INTRODUCTION

Parameter ‘ Description ‘ Duration

Introducing trainees to basic MISP administration concepts. It is targeted at MISP
Main Objective novices. The concepts that will be described include configuring organisation, -
galaxies, taxonomies, synchronisation and more.

The exercise is dedicated to members of SOC/CERT/CSIRT teams but also to

Targeted Audience staff responsible for deployment and maintenance of the platforms.

Total Duration 2 hours 120 minutes

Time Schedule Introduction to the exercise 10 minutes
Basic configuration 15 minutes
Events 15 minutes
Galaxies 10 minutes
Taxonomies 10 minutes
Roles, Organisations and Synchronisation 60 minutes

This module will introduce you to MISP*> — a platform for collecting and exchanging IoCs (Indicators
of Compromise) and threat information with other organizations.

You will learn about basic concepts related to the tool, such as:

e events,

e attributes,
e  Objects,

e tags,

e galaxies,
e modules.

Then, you will put that knowledge into practice. You are also going to get familiar with the basic
configuration of a MISP instance, including user management and the synchronisation between MISP
instances.

This exercise is designed for staff involved in system administration duties, willing to expand their
knowledge of MISP internals and basic MISP configuration. It is by no means intended as a full MISP
training and it does not cover the installation process of a MISP instance.

For more information on how to install MISP and a complete set of documentation for MISP, we refer
to the MISP documentation website®,

15 https://www.misp-project.org/
16 https://lwww.misp-project.org/documentation/
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3.2 PRECONFIGURED STATES
For exercise purposes, we prepared two states of the exercise environment that you can install by
following the instructions provided in the next sections.

3.2.1 misp-bare
This state consists of two MISP systems.

e The first one is MISP1

e lItis reachable at https://misp.enisa.ex if you use a browser in your VM environment
e lItis not configured at all.

e  This represents the bare state of MISP just after installation.

e There is no data in place.

e  One account is available with username: admin@admin.test and password: admin

e The second instance is MISP2
e ltis reachable at https://misp2.enisa.ex
e It contains data and has a minimal configuration.

e You can login with username: admin@admin.test and password:
SecondInstancePassword123!

e It has the following API Key gxPEOFh04jGZriMUhBI3U9lyOp7IrxKYifDMMB3

3.2.2 misp-configured
This state represents both of the above MISP instances but this time in configured condition. The
configuration was done by following the steps hereafter.

The configured state contains some random events, so you can look at them and click around.
3.3 EXERCISE

3.3.1 Preparation

Now we will prepare the exercise environment on the Virtual Machine (VM). To start the exercise, first
import the virtual machine image using VirtualBox'” and boot it up. The credentials for the VM are
enisa:enisa .

3.3.1.1 Reset the state of the exercise

First, we need to reset the state of the exercise by means of a script. Use the terminal in the VM to
navigate to the following location:

/opt/enisaltrainings-2019/admin/misp

Run the following scripts:

cd /opt/enisaltrainings-2019/admin/misp

followed by;

Jreset_data.sh.

3.3.1.2 Setup the exercise environment
To enable the exercise that contains the two MISP instances, navigate to the following folder:

/opt/enisaltrainings-2019/admin/misp

7 https:/iwww.virtualbox.org/
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Then run the following script:
Jstart-exercise.sh.

The environment is ready when the prompt returns, it can take a while for the exercise to start,
depending on your virtual machine processing power.

3.3.1.3 Resetting your progress

If needed you can use the following steps to reset any progress you made during the exercise. It is
important to stop the exercise by issuing the following command:

helm delete <id>

Where id is the chart id that can be obtained with the following command:

helm Is.

After that do a reset of the progress you made by executing the following script:

reset-data.sh

3.3.1.4 Basic configuration of MISP

Log into your organization's MISP1 with from within the VM by pointing a web browser to the following
URL:

https://misp.enisa.ex

We start with configuring MISP1 by setting a few simple options. After logging into MISP1, change the
default password from:

admin@admin.test:admin to StrOngP@sswd!

When the password is changed, you should see confirmation message in MISP on the red
background. Please note that something displayed with a red colour in MISP does not always indicate
an error - sometimes it is just a message for the user.

Next, we need to set the baseurl option (what is configured here will be prepended to all MISP URLS).

Several features depend on this being correctly set or else they might not function as expected.
Navigate in MISP1 to the following Settings by using the MISP native menu structure:

e Administration -> Server Settings & Maintenance -> MISP settings -> MISP.baseurl
e There change https://localhost to https://misp.enisa.ex

Next, we are going to edit the existing default organisation parameter so that it has a meaningful
name. This is important because the value of this parameter will be displayed all over the place.

e  Administration -> List Organisations

e Click on the Edit icon on the far right in the ORGNAME organisation row.

e Edit the name and change it into MY-SUPER-CERT

e  This value will identify your organisation.

e If you wish, you can fill a brief description of the organisation and complete the optional fields
at the bottom of the page.

e Click Submit to save your entries.
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After setting the above values and refreshing the site, you can observe an improved state of the
system.

When the above configuration is done, you can set the live option to true, thus enabling non-admin
users to access the system.

In a real-world situation, one would wait until everything is configured and verified of course!
In the context of this exercise, we will do it now and as follows;

e Administration -> Server Settings & Maintenance -> MISP settings -> live
e Change false to true

3.3.2 Events

Events are the core of any MISP instance. They allow you to manage, share and enrich your own
intelligence data and that of other organisations.

3.3.2.1 Adding events
To begin, we need to create a new event. To do so, we click the Add Event option when on the
Events list view:

e Event Actions -> Add Event
Here a short description of some of the parameters associated with creating an event

e Distribution: defines how far in the chain of synchronized MISP instances the event is going
to be published. In practice, this can be defined as the number of hops that the event is going
to make before not being distributed further.

- This organisation only (0 hops): only for the organisation of the user who is adding the
event.

- This community only (1 hop): all organisations inside the current MISP instance gets the
event.

- Connected communities (2 hops): every organisation that is integrated with one of our
synchronized organisations.

- All communities (infinite hops): any organisation in the chain of connected organisations.

e Analysis: defines if the event is in ongoing analysis or if its analysis has already been
completed.

e Threat Level: defines level of “importance” of the event. To be interpreted as only a hint for
the partition; the exact meaning can vary from organisation to organisation.
- Undefined: No risk
- Low: Mass malware
- Medium: APT malware
- High: Sophisticated APT malware or 0-day attack

e Event info: description of the event, ideally with concise info of what happened and/or what
the event is about. This is important as this can help other analysts to improve their
understanding of the exact details of the event. On the other hand, we want it to be concise
so it is easily readable by others.

e Extends event: MISP allows for correlation of events so in this field you can put UUIDs of
other events that correlate to this incident.

After creating an event, we are redirected to the details view. Here we can add tags, attributes,
related events, correlations and so on.

Attributes are a very important part of an event; they contain information such as Indicators of
Compromise (loCs), Command & Control Server (C&C) addresses, md5 hashes, or other additional
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information. Many types of attributes exist. We will focus on events more in the security analyst part
(8) of this exercise.

Try to create your own event of choice; it can be anything from a malware campaign to a simple daily
report about port scanning.

After completing the fields appropriately, click Add to add the event.

When you make appropriate changes to the event and you consider if finished, you can share it with
other organisations by clicking on Publish event on the left panel.

Now let us see how the event you created presents itself on the events list:

e Event Actions -> List Events

3.3.3 Galaxies

In the next step, we will update the galaxies definition. In MISP, galaxies are used to express a large
object called cluster. They are formed by elements (key:value pairs). Default vocabularies are
available in the MISP galaxy but they can be overwritten, replaced or updated.

3.3.3.1 Enable galaxies
To enable galaxies, follow these steps:

e Galaxies -> Update Galaxies
e Wait for galaxies to update and keep in mind that this can take a while to complete!

NOTE: Updating galaxies is only possible with internet access for the VM. This is because
updates are performed through a GitHub repository.

After updating the galaxies definitions, we are able to add galaxies to events as follows:

e (o to the detailed event view of the event you created in the previous chapter.

e Scroll down to Galaxies and click on Add.

e If the event you created earlier is e.g. related to some banking malware, choose All
namespaces

e In Select an Option, choose Banker, then the appropriate malware family.

e Finally click Submit.

You can explore by yourself the available galaxies to find one that is appropriate for the event you
created.

3.3.3.2 Examples of galaxies
Here we list some examples of potentially interesting galaxies:

e Ransomware: galaxy with information on ransomware campaigns and families, based on
the following list that is compiled by security researchers on a voluntary basis:
https://goo.gl/6e3wia

e Threat actor: characteristics of malicious actors and/or adversaries.

e  Exploit-kit: list of some well-known exploit kits used by threat actors. The list includes
document, browser and router exploit kits. It is not meant to be exhaustive but aims to cover
the most seen exploit-kit based threats in the past 5 years.

3.3.4 Taxonomies
A taxonomy is a group of ,machine tags” used to tag events and attributes. Every tag is composed of
a namespace (mandatory), a predicate (mandatory) and a value (optional).

Example: osint:source-type="blog-post” (osint - namespace, source-type - predicate, “blog-post” -
value).
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These machine tags are often called triple tag due to their format. In MISP, there are several
taxonomies ready to use, but users can also create their own ones.

3.3.4.1 Enable taxonomies
To enable default taxonomies, click on:

e Event Actions -> List Taxonomies -> Update Taxonomies

NOTE: Updating taxonomies is only possible with internet access for the VM.

After default taxonomies are downloaded from free and open sources, we need to enable them in our
MISP instance. For the sake of this exercise, we are going to enable all tags from one namespace.

To do so find the stealth_malware namespace on the list and click on the plus sign on the far right.
This enables the namespace but does not enable the tags inside the namespace. Then click (enable
all) on the Active tags column. Now all tags from namespace stealth_malware are available to use in
the detailed event view.

More information about the tags inside the namespace can be found by clicking on the taxonomy.
Click on it and read about the tags meaning.

As with galaxies, we can try them out in our event we created earlier.
Find your event in List Events view once again.

In the tags field click on the plus sign then choose Taxonomy Library: stealth_malware and from the
field below choose stealth_malware:type="II".

That is the basic use of taxonomies.

Look at the List Events view to see your event now with more information available.

3.3.4.2 Popular taxonomies
e TLP (Traffic Light Protocol): classification of sensitive information distribution. There are 4

TLP levels?s:
e TLP: RED personal for named recipients only,
o limited distribution,

e TLP: GREEN distributed for particular community,
o  TLPR: WHITE for unlimited distribution.

e osint: Open Source Intelligence - Classification (MISP taxonomies)

e malware_classification: classification based on different categories. It is in line with this
posting: https://www.sans.org/reading-room/whitepapers/incident/malware-101-viruses-
32848

3.3.5 Adding users
To add a new user go to:

e  Administration -> Add User

You need to fill following fields.

e Email: email of the user.

e Organisation: choose accordingly, depending on which organisation the user belongs to.

e Role: this determines what the user can do in the MISP instance. Read the next section for a
quick overview of the MISP permission system.

e  Click Submit

18 https://www.first.org/tlp/
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3.3.6 Organisation
Each users belongs to an organisation. As admin, you can manage these organisations.

3.3.6.1 Adding a new organisation

To add a new organisation, do the following:

Click on the Add Organisation button in the administration menu to the left

Fill out the following fields in the view that is loaded:

Mew Orgamsation

It ©iginiaation &hould fave SooEaE 1o this inatancs, make surs that the Lotal organiaition senling & chsoked,
I you would only Bke to &3 3 knodsn Sasernal organssateon Tor inchesion in sharieg groups. urcheck the Local organisation s2iting

o Local organizabon

Mundaiory fieldsa.

Organisalion ldentifer

Unid

g mage upisaded forihis denifar

A, brigf description of the crganisation

The Enlkoreving e lds are all opbsnal,

Hatinnslity

Wik specified -

Gachor

Typa of organisation

Loetacts

Local organisation: If the organisation should have full access to this instance, tick the
checkbox. If you would only like to add a known external organisation for inclusion in sharing
groups, uncheck it.

Organisation Identifier: Name your organisation. If you want to add a picture, you should
add a file on the webserver using the 'Server Settings menu'. The picture should have the
same name. To learn more about the server settings menu, click here.

UUID: Unique identifier. If you want to share the organisation between MISP multi-instances,
use the same UUID.

A brief description of the organisation: Self-explanatory.

Nationality: A drop-down list for selecting the country the organisation belongs to.

Sector: Define the sector of the organisation (Financial, Transport, Telecom...)

Type of organisation: Define the type of the organisation.
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e Contacts: You can add some contact details for the organisation.

3.3.6.2 Listing all organisations

To list all current organisations of the system, just click on List Organisations under the administration
menu to the left. There are 3 tabs in this view to filter local organisations, remote organisations or
both. The default view displays local organisations.

3.3.7 Role permissions
MISP user roles can be found under Global Actions -> Role Permissions — at this moment all we need
is just an admin account.

The Role Permission system in MISP consists of following permissions:

e Site Admin: Unrestricted access to any data and functionality on this instance.

e Org Admin: Limited organisation admin — create and manage users belonging to their own
organisation

e Sync Actions: Synchronisation permissions can be used to connect two MISP instances
and create data on behalf of other users. Make sure that the role with this permission has
also access to tagging and tag editing rights.

e Audit Actions: Access to the audit logs of the user's organisation.

e Auth Key Access: Users with this permission have access to authenticating via their Auth
Keys, granting them access to the API.

e Regex Actions: Users with this role can modify the regex rules affecting how data is fed into
MISP. Caution is strongly advised with handing out roles that include this permission! User
controlled executed regexes are dangerous.

e Tagger: Users with roles that include this permission can attach or detach existing tags to
and from events and/or attributes.

e Tag Editor: This permission gives users the ability to create, modify or remove tags.

e Template Editor: Create or modify templates, to be used when populating events.

e Sharing Group Editor: Permission to create or modify sharing groups.

e Delegations Access: Allow users to create delegation requests for their own “org only
events”to trusted third parties.

e Sighting Creator: Permits the user to push feedback on attributes into MISP by providing
sightings.

e Object Template Editor: Create or modify MISP Object templates

e ZMQ Publisher: Allow users to publish data to the ZMQ pubsub channel via the publish
event to ZMQ button.

There are predefined roles that you can use when defining users and structure of your organisation,
these include:

e Admin

e Org Admin
e User

e Publisher

e Sync user
e Read Only

3.3.8 Dashboard and Statistics
Other system status views are Dashboard (Global Actions -> Dashboard) and Statistics (Global
Actions -> Statistics).

So far, these views are empty because there is no data in our organization MISP. However, later they
can be used to show system statistics and numbers related to added events and attributes.
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3.3.9 Automation API
Automation options can be found in the Event Actions -> Automation tab. Automation allows for
automating tasks using the MISP API.

Inside the Automation tab, you can find the API key as well as a list of endpoints that exposes the
MISP API.

You can read up on this topic on https://www.circl.lu/doc/misp/automation/#automation-api.

3.3.10 Additional configuration

Other MISP settings can be changed later (e.g. plugin options, Redis server configuration for caching,
etc...). More information on these settings and configurations can be found in the official MISP
documentation?®,

Additional system information can be found in Audit -> List Logs. There may not be many logs now but
your actions and the actions of the person preparing the exercise are available there.

3.3.11 Synchronisation

Synchronisation allows exchanging data between MISP instances. This can improve cooperation
between organisations and allow for a smooth and fast 10C and/or data exchange. On the following
image, you see the concept of a synchronisation setup.

Figure 1: Synchronisation setup
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The common way for synchronizing MISP instances is as follows:

e Step 1: Add OrgB as a local organisation on ServerA (OrgB.ServerA) using OrgB's existing
UUID from their local organisation on ServerB.

e Step 2: Add a Sync User (syncuser@OrgB.ServerA) in the organisation OrgB.ServerA on
the MISP ServerA.

e Step 3: Set up a sync server on MISP ServerB using the key (called Authkey) from the sync
user (syncuser@OrgB.ServerA) created on MISP ServerA.

We will configure our MISP instance to perform automatic synchronisation with a remote instance. For
that purpose, we will use the second MISP instance (MISP2) that is accessible via your VMs browser
at the following URL:

e  https://misp2.enisa.ex.
e Credentials are: admin@admin.test and SecondInstancePassword123!

First, we need to create the Local organisation representing the organisation we want to synchronise
from, as explained in Step 1 above.

To do this, login to https://misp2.enisa.ex and go to Administration -> Add Organisations, then we fill in
the form with following data.

¢ Uncheck Local organisation.

e  Fill in the name MY-SUPER-CERT.

e Set the UUID to the UUID of the MISP1 located at https://misp.enisa.ex, it should be equal to
5d19ecf9-1e78-49fe-9d31-0091ac110002. This is very important!

e Click Submit to create.

Next, we need to create a Sync User on our remote instance, so create a user with the following
parameters:

e  Email: sync-user@my-super-cert.ex.
e Organisation: MY-SUPER-CERT.

e Role: Sync User.

e Click Submit.

Now save the Authkey that is generated automatically for the Sync User. It should be in the following
format iIHRWvgk3aSSPxGatzLbfVYwWQKNA48s4vapAwc52P.

Now move back to MISP1 and do the following steps:

e Goto Sync Actions -> List Servers -> New Servers
Then we need to set URL of the other instance we want to access (MISP2).

e Set Base url to https://misp2.enisa.ex and Instance name to EXTERNAL-PROVIDER-X.

e Set Remote Sync Organisation Type to Local organisation and Owner of remote instance to
MY-SUPER-CERT.

e Set Authkey to the value obtained while creating the Sync User.

e Check Push and Pull in the Enabled synchronisation methods. This allows for two-way
communication>
Remember that any sharing options that were described earlier apply here as well.
Unpublished events are not going to be visible.
Important: there are multiple ways to setup the synchronisation. The way you choose to do
does NOT change the Push/Pull behaviour!

e Check Self Signed in Misc settings. This allows for self-signed MISP certificates. In a real
production environment, this can probably be omitted for obvious reasons.

e Click Submit.

e Click Run under Connection test.

You should get an output that is similar to the following:


mailto:syncuser@OrgB.ServerA
mailto:syncuser@OrgB.ServerA
https://misp2.enisa.ex/
mailto:admin@admin.test
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Local version: 2.4.103

Remote version: 2.4.103

Status: OK

Compatibility: Compatible

POST test: Received sent package

If this is indeed the case then the synchronisation is set!

Otherwise, check if you followed the above steps correctly and on the right MISP instances (MISP1
and MISP2). You can also check this GitHub issue for more information.

We can now see the effects of the synchronisation:
e Login to https://misp2.enisa.ex, choose an event and click Publish on the left panel.
e Go back to MISP1 and in the Sync actions -> List Servers find and press the Pull all button.
This should pull published event from MISP2. Alternatively, you can wait a bit for the sync to

happen automatically.
e You can now observe in MISP1 what has changed after the sync process is completed.

4. ELASTICSEARCH ADMIN

4.1 INTRODUCTION

Parameter Description Duration

Elasticsearch administration workshop introduces trainees to basic Elasticsearch
administration concepts. It is targeted at Elasticsearch novices. The concepts

Main Objective being described include index creation, health checking and management. In a -
further part of the exercise, Kibana is introduced as a web frontend for
Elasticsearch cluster management and discovery.

The exercise is dedicated to members of SOC/CERT/CSIRT teams but also to

Targeted Audience staff responsible for deployment and maintenance of the platforms.

Total Duration 2 hours 120 minutes

Time Schedule Introduction 30 minutes
Elasticsearch: getting started and exercises 30 minutes
Kibana: getting started 30 minutes
Kibana: exercises 30 minutes

This exercise is designed for the administrators willing to expand their knowledge about
Elasticsearch internals and configuration.

4.2 PRECONFIGURED STATES

4.2.1 elasticsearch-bare
This represents the RAW and un-configured Elasticsearch and Kibana instances:


https://github.com/MISP/MISP/issues/2595

e Elasticsearch is installed and working, but there is no data inside.
e Kibana is installed and connected to Elasticsearch but no further configuration was
done.

4.3 EXERCISE: ELASTICSEARCH BASIC ADMINISTRATION

4.3.1 Overview of Elasticsearch
Elasticsearch? is a distributed search and analytics engine designed for fast full text and structured
search. Elasticsearch exposes a REST?! API?? that can be used directly by CURL?3, or it can be
accessed with a programming language.

Elasticsearch can be used to store large amounts of structured data while allowing querying this data
efficiently. Elasticsearch is not a traditional relational database so to understand how it works you
need to familiarise yourself with a few basic Elasticsearch concepts:

e Document is the most basic entity in Elasticsearch. It represents a single piece of
information that can be indexed and it is roughly comparable to a row in a traditional
database.

Examples: a single customer, a single blog post a single log entry.

e Index is roughly similar to a table in a traditional database. It is used to store a collection

of documents with a similar structure. An index is identified by its lowercase name

shard O shard 1 shard 2
document 0 document 1 document 2
document 3 document 4 document 5
document 6 document 7

e Type is a depreciated concept, mentioned here only to avoid confusion created by
obsolete tutorials. Before Elasticsearch 6.x, a single index could contain multiple
document types with different schemas (so back then an index used to be more like a
database than a table). Beginning with Elasticsearch 6.x, support for this mechanism is
limited, and it will be completely removed in the future.

e Node is a single Elasticsearch server in a cluster. It can host multiple indexes and is
used to physically store index data on the disk. It is identified by a name (by default, a
random UUID).

e Cluster is a collection of one or more nodes. It can be used to query all your data that is
distributed among your nodes. For optimal performance and reliability, it is
recommended to have at least three nodes in your cluster. However, it is possible to
have a cluster with only one node - that is what we will do in this exercise. In general, if
you do not have a large amount of data and you do not need high availability, you can

20 https:/lwww.elastic.co/

21 REST: Representational state transfer. It's a style of creating HTTP services, especially popular for API-heavy application

22 API: Application Programming Interface - interface exposed by the application for the programmers

23 curl: https://curl.haxx.se/. Command line tool for sending requests using multiple supported protocols. Most commonly used with
HTTP
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start with a single node and scale horizontally to multiple nodes later when the need
arises.

Shards are a way to split indexes into smaller pieces. In some cases, indexes can
become so huge that it is impractical to store them on a single node. To solve this
problem, you can split your index into a predefined number of shards. Each shard could
potentially be stored on a different node. When Elasticsearch does a query related to an
index, it will check all of its shards in parallel and merge the results. For high availability
environments, it is possible to create one or even more replicas for every shard. In this
case, every shard will be stored on more than one server, and taking a single node
offline will not affect the cluster negatively.
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elasticsearch elasticsearch elasticsearch
node 1 node 2 node 3

Most of these concepts are also present in traditional relational databases. The following table
may be helpful:

Relational Database Concept

Elasticsearch Name

Table Index

Table Row Document

Database Server Node (Elasticsearch Server)
Database Cluster Elasticsearch Cluster

4.3.2 Overview of Kibana

The Elasticsearch API is not designed to be used by humans, so it is recommended to
additionally set up a user-friendly web interface. The most popular tool used for this purpose is
Kibana?“. Kibana is an open source visualisation platform used in combination with Elasticsearch
to browse, search and analyse collected data. We will cover configuration and usage of Kibana
later.

In this exercise, we will cover configuration of the tools, and basic administrative tasks.

2 https:/lwww.elastic.co/products/kibana
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4.3.3 Configure the exercise

4.3.3.1 Ensure that DNS is configured properly.
Subdomains of .enisa.ex should have a valid A-record:

$ dig -ta +short

elasticsearch.enisa.ex 127.0.0.1

$ dig -ta +short
kibana.enisa.ex
127.0.0.1

4.3.3.2 Apply the helm configuration file

cd /opt/enisa/trainings-2019/admin/elasticsearch

$ ./start_exercise.sh

4.3.3.3 Wait for the deployment to complete.

Be patient! It can take a few minutes before the tools are downloaded and ready.

4.3.3.4 Ensure that Elasticsearch works correctly.
Either point your browser to http://elasticsearch.enisa.ex:

Alternatively, you can use the command line to issue the following curl command:

JSON Raw Data Headers

Save Copy Collapse All Expand All % Filter |[SON

name:
cluster name:
cluster_uuid:
w version:
number:
build_flavor:
build type:
build hash:
build date:
build_snapshot:
lucene version:

minimum wire compatibility wversion:

minimum_index_compatibility version:

tagline:

$ curl elasticsearch.enisa.ex

"name" : "xkJSykR",

"KdBMg1lm"
"docker-cluster"
"Aas-B_GVQZC2ZMEh40gM4Xw"

"6.6.1"

"default"

“tar"

"1fd8f69"
"2019-02-13T17:10:04,160291Z"
false

"7.6.0"

"5.6.0"

"5.0.0"

"You Know, for Search"

"cluster_name" : "docker-cluster", "cluster_uuid"

"pQO6hygoSyuYWbO7Rxnwkw" ,
"version" : {
"number" : "6.6.1",
"build_flavor" : "default",
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"build_type" : "tar",

"build_hash" : "1fd8f69",

"build_date" : "2019-02-13T17:10:04.1602917",

"build_snapshot" : false,

"lucene_version" : "7.6.0",

"minimum_wire_compatibility version" : "5.6.0",

"minimum_index_compatibility_ version" : "5.0.0"
¥

"tagline" : "You Know, for Search"

4.3.3.5 Ensure that Kibana works correctly.
Either point your browser to http://kibana.enisa.ex:

Alternatively, you can use the command line to issue the following curl command:

Management / Kibana
K kibana

Index Patterns Saved Objects Advanced Settings

@ Discover R
Create index p...
Ao

Create index pattern

Vsuallze Ay No default
Kib: d tt t t data fi Elasti h

index pattern. f |(:na :seihm ex‘ ia Erns]ro Ee rieve data from Elasticsearc () .\n;‘Jude
Dashboard e indices for things like visualizations. system indices

select or
Timelion create one to

B —— Step 1 of 2: Define index pattern
Dev Tools

Index pattern

Management index-name-*

You can use a * as a wildcard in your index pattern.
You can't use spaces or the characters )\, /,?,", <, >, |.

No Elasticsearch indices match your pattern.

kibana_1

Rows per page: 10

$ curl kibana.enisa.ex/ -v

* Connected to kibana.enisa.ex (195.187.123.210) port 80 (#0)

A\

GET / HTTP/1.1

Host: kibana.enisa.ex
User-Agent: curl/7.58.0
Accept: */*

\

\

\

HTTP/1.1 302 Found

Server: nginx/1.15.10

Date: Tue, ©2 Jul 2019 ©6:28:35 GMT
Content-Type: text/html; charset=utf-8
Content-Length: ©

Connection: keep-alive

location: /app/kibana

kbn-name: kibana

cache-control: no-cache

A AN AN AN AN A AN A AN A
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4.4 GET FAMILIAR WITH ELASTICSEARCH

4.4.1 Create an index

In this exercise, we will work with a simple index simulating parsed access logs from your
website. While it is possible to insert data into Elasticsearch without explicitly creating an index
beforehand, it is not recommended and it often leads to a bad performance (Elasticsearch tries to
create a default index and has to make some guesses on the nature of your data). Therefore, you
should always create indexes before inserting data into the cluster.

As an exercise, let us create a simple index for access logs. An access log is a list of important
information about all the requests coming to the system that generated it. Web servers and other
internet services usually generate it. They can look like this:

123.123.123.123 - - [©8/Aug/2019:06:54:10 +0000] "GET /blog/my-first-post/
HTTP/1.1" 200 34677

"https://www.google.com/" "Mozilla/5.0 (Macintosh; Intel Mac 0S X 10_14_6)
AppleWebKit/605.1.15 (KHTML, like Gecko) Version/12.1.2 Safari/605.1.15"
"10.244.0.1"

123.123.123.123 - - [08/Aug/2019:06:54:10 +0000] "GET /css/main.css HTTP/1.1" 200 2714
"https://my-blog.net/blog/my- first-post/" "Mozilla/5.0 (Macintosh; Intel Mac 0S X
10_14_6) AppleWebKit/605.1.15 (KHTML, like Gecko) Version/12.1.2 Safari/605.1.15"
"10.244.0.1"

123.123.123.123 - - [©8/Aug/2019:06:54:11 +0000] "GET /images/favicon.png
HTTP/1.1" 200 8595 "https://my-blog.net

/blog/my-first-post/" "Mozilla/5.0 (Macintosh; Intel Mac OS X 10_14 6)
AppleWebKit/605.1.15 (KHTML, like Gecko) Version/12.1.2 Safari/605.1.15"
"10.244.0.1"

123.123.123.123 - - [08/Aug/2019:06:56:27 +0000] "HEAD / HTTP/1.1" 200 ©
"http://tailcall.net" "Mozilla/5.0+ (compatible; UptimeRobot/2.0;
http://www.uptimerobot.com/)" "10.244.0.1"

The above is a very common access log format, used by all major web servers. In this case, we can
see the following:

e  Four requests to the system, all from the IP 123.123.123.123.

e  Everything happened on 2019-08-08, between 6:54:10 and 6:54:10.

e Three HTTP GET requests (download content), and one HEAD request (metadata). All
requests returned HTTP 200 status code (i.e. success)

e The first request had the biggest response - 34677 bytes were downloaded and the visitor
came to the website from google.com (judging by referrer).

e We can also see the useragent of the visitor, and thus deduce the OS and browser they are
using.

To create our index, we will need a mapping for three fields:
e timestamp

e dateip, of typeip
e url, of type text
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Elasticsearch exposes a custom HTTP API. It is possible to communicate with it using numerous
libraries for various programming languages, or user- friendly tools (notably, Kibana), but for now
we are going to use it directly to understand how it works. Another benefit is that the only external
tool we will need is curl, which is a standard UNIX?® tool and thus present on almost every
machine.

Let us get to work. Please execute the following command in a terminal:

curl -X PUT "elasticsearch.enisa.ex/logs" -H 'Content-Type:
application/json' -d'

"settings" : {
"number_of_shards"
1

T
"mappings": {
"request": {

"properties”: {
"timestamp":

{

"type": "date"
s
"ip": {

"type": "ip"
s
"url™: {

"type": "text"

25 https://opensource.com/article/18/5/differences-between-linux-and-unix
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As a response, you should get something similar to this:
{"acknowledged":true, "shards_acknowledged":true,"index":"logs"}

This has created an index called logs with a single mapping called request. As mentioned
earlier, due to depreciation of types (since Elasticsearch 6.x) it is not possible to have
multiple mappings in a single index. You can verify that the index exists by using the API to
query it.

curl -X GET "elasticsearch.enisa.ex/logs" -H 'Content-Type:
application/json' -d'

{
"query": { }

The response should be similar to:

{"logs":{"aliases":{}, "mappings":{"request”:{"properties" :{"ip":{"type":"1i
p"},"timestamp"”:{"type":"date"},"url":{"type

This is not very easy to read. It is possible to change the output format of Elasticsearch
commands by adding an optional GET parameter. For example, adding a ?pretty=true or
just ?pretty will pretty-print the output. Let us try it:

curl -X GET "elasticsearch.enisa.ex/logs?pretty"” -H 'Content-Type:
application/json' -d'

{

"query": { }

The response is much more readable now:

"logs" : {
"aliases
B B
"mapping
s" 1 {
"request" : {
"properties"”
: q
llipll : {
"type" : "ip"
1

"timestamp" : {
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"type" : "date"
1
"url" : {

"type" : "text"

1

"setti
ngs"

{

"index"
Ao
"creation_date" : "1565285637845",
"number_of_shards" : "1",
"number_of_replicas" : "1",

"uuid"
"PjPrBUX3SL27rqggrioha
Dw", "version" : {

"created" : "6060199"

¥

"provided_name" : "logs"

The query succeeded, but there is no data in the index yet - we have to add it first. We also get
some metadata about the index, like a creation date, number of shards & replicas and index
schema.

4.4.2 Adding data to the cluster
Let us add some data using the HTTP API directly again. Execute the following bash commands:

curl -XPOST http://elasticsearch.enisa.ex/logs/request/1 -H 'Content-
Type: application/json' -d'
{

"timestamp": "2019-07-
01T12:10:30Z2", "ip":
"10.0.0.1",

NS A
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curl -XPOST http://elasticsearch.enisa.ex/logs/request/2 -H 'Content-

Type: application/json' -d '

{
"timestamp": "2019-07-
01T12:10:317", "ip":
"10.0.0.1",
"url": "/favicon.ico"
}'

curl -XPOST http://elasticsearch.enisa.ex/logs/request/3 -H 'Content-

Type: application/json' -d'

{
"timestamp": "2019-07-
01T12:10:327", "ip":
"10.0.0.1",
"url": "/robots.txt"
)

curl -XPOST http://elasticsearch.enisa.ex/logs/request/4 -H 'Content-

Type: application/json' -d'

{
"timestamp": "2019-07-
01T12:10:33Z2", "ip":
"10.0.0.2",
nuplte v

}I

Now let us verify that the inserted data is there. You can easily get data by ID, so let us
look at the request with id 1.

curl -XGET "http://elasticsearch.enisa.ex/logs/request/1?pretty" -H

'Content-Type: application/json' -d
{

" _index" : "logs",
"_type" : "request",
"_id" ¢ "1",

" _version" : 1,

" _seq_no" : 0,

"_primary_te
rm" : 1,
"found"

true,

_source" : {
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You can also try to do simple queries using the API. The basic query format looks like this:

curl -XGET "http://elasticsearch.enisa.ex/logs/_search?pretty" -H

'Content-Type: application/json' -d '
{
"query" : {
"term" : { "ip" : "10.0.0.2" }
}
)

There is also a shortcut form, which is quite useful when querying Elasticsearch manually:

curl -XGET
"http://elasticsearch.enisa.ex/logs/_search?q=1ip:10.0.0.28&pretty"

Both forms are equivalent and should return something similar to:

"took" : 2,
"timed_out"
: false,

{

"total" : 1,

_shards™

"successful" : 1,

"skipped" : 0,
"failed" : ©

s

"hits" : {
"total" : 1,
"max_score" 1.0,

"hits" : [

{

_index" "logs",

_type" "request”,

" idn g
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" _score" : 1.0,

" _source" : {
"timestamp" : "2019-07-
01T12:10:33z2", "ip"
"10.0.0.2",

TS CEP R

4.4.3 Health monitoring
An important part of cluster administration is monitoring. Elasticsearch exposes a handy endpoint that

returns all the important information about your cluster:

$ curl "elasticsearch.enisa.ex/_cluster/health?local=true" | jq

{

"cluster_name":
"docker-cluster",
"status": "green",

"timed_out":
false,
"number_of_nodes":
i,

"number_of_data_nodes": 1,
"active_primary_shards": 1,
"active_shards": 1,
"relocating_shards": 0,
"initializing_shards": @,
"unassigned_shards": O,
"delayed_unassigned_shards": 0,
"number_of_pending_tasks": @,
"number_of_in_flight_ fetch": o,
"task_max_waiting_in_queue_millis": o,

"active_shards_percent_as_number": 100

For a healthy cluster, the status should be "green”, number of pending tasks should be small, and
the number of unassigned shards should be zero.
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In a real world scenario, this should be integrated into a full-blown monitoring solution like
Nagios?® or Icinga?’. We will not cover the monitoring configuration here, but integrations with
most of the industry standard solutions are already freely available on the internet.

4.4.4 Bulk insert more test data
We will need plenty of data for the next exercise. Please execute the upload.py script from the
JJadmin/elasticsearch/exercise/basics directory.

$ python3 upload.py
Be patient since this can take a while to complete.

4.4.5 Exercise: find interesting data in the cluster.
Using the Elasticsearch query syntax that we practiced in 4.4, answer to the following questions:

e What was the IP of the bot that tried to download the /wp- config.bak file?
e 195.187.238.213
e How many requests to /wp-login.php were performed?
o 21
e Find all requests performed by the user with IP 195.187.238.221
e requests to:
e url": "/?author=1"
e "url": "/?author=2"
e "url": "/?author=3"
o url": "/?author=4"
o url": "/?author=5"
e "url": "/?author=6"
o url": "/?author=7"
e url": "/?author=8"

. url": "/?author=9"

e "url": "/[?author=10"
e "url":"/?author=11"
e "url":"/?author=12"
e "url": "/[?author=13"
e "url": "/[?author=14"

e "url": "/?author=15"

4.5 GET FAMILIAR WITH KIBANA

4.5.1 Configure index for dashboards
First, click on a "dashboard" button on the left of the screen.

Kibana uses index patterns to retrieve data from Elasticsearch. Before we start using it, we need
to configure a valid index pattern.

Index patterns tell Kibana which indexes we want to use. An index pattern can match a single
index, but it can also be a wildcard (which is useful, when we have indexes sharded by month, for
example).

26 https://www.nagios.org/
27 https:/ficinga.com/
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In our case, the only index we are using is logs. Let us add it. Type "logs" into an index pattern
field, and press the button at the centre of the page:

Index Patterns Saved Objects Advanced Settings

Create index p...

Create index pattern
/A No default

Kibana uses index patterns to retrieve data from Elasticsearch X Include
index pattern.

indices for things like visualizations. system indices
You must
selector

create one to

Step 1 of 2: Define index pattern

continue.

Index pattern

logs

You can use a ¥ as a wildcard in your index pattern.
You can't use spaces or the characters\, /,2,", <, >, |. > Next step
+ Success! Your index pattern matches 1 index.

logs

Rows per page: 10

Next step is a time filter field configuration. Select "timestamp".

Management / Kibana

Index Patterns Saved Objects Advanced Settings

Create index p...

Create index pattern

M No default ) ’
Kibana uses index patterns to retrieve data from Elasticsearch X Include
index pattern.
indices for things like visualizations. system indices
You must -
select or
create one to . .
continue. Step 2 of 2: Configure settings

You've defined logs as your index pattern. Now you can specify some settings

before we create it

Time Filter field name Refresh

timestamp hd

The Time Filter will use this field to filter your data by time.
You can choose not te have a time field, but you will not be able to
narrow down your data by a time range.

> Show advanced options

{ Back Create index pattern
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This is all we need to do now. The index is properly configured for Kibana now:

* logs L
O Time Filter field name: timestamp

This page lists every field in the logs index and the field's associated core type as recorded by Elasticsearch.
To change a field type, use the Elasticsearch Mapping APl %

Fields (10) Scripted fields (0) Source filters (0)

Q Filter All field types =
Name Type Format Searcha... Aggregat.. Excluded

_id string ° ° ?
_index string ° ° g
_score number V4
_source _source &
_type string ° ° 2
ip string ° %
ip.keyword string ° ° &
timestamp @ date ° ° ?

4.5.2 Use Kibana to discover your data.

Click a "discover" option on the left. Change the time range in the top right corner, and look at
your data.

15,126 hits New Save Open Share Inspect C Auto-refresh < @ Lastsyears
‘ klbana >_ Sear e.g ND extension:PHP) Options Refresh
(Z) Discover Add a filter +
Visualize logs*

Selected fields

Dashboard

? _source

Timelion

This field is present inyour Elasticsearch mapping but not in the 500 decuments shown in the doc table. You may still be able to
visualize or searchon it.

Dev Tools

Available fields >

Management August 8th 2014, 19:47:35.000 - August 8th 2019, 124735000 —  Auto

==

10,000

Count

5,000

201540101 20180101 20170101 2018-01-01 20150101

timestamp per 30 days

Time _source

August Bth 2019, 17:55:27.000  timestamp: August Bth 2019, 17:56:27.000 ip: 95.203.186.253

url: 7 _id: 15125 _type: request _index: logs _score:
* August 8th 2019, 17:50:27.000  {ipectamp: August 8th 2019, 17:50:27.000 ip: 151.156.98.8 url:
/ _id: 15124 _type: request _index: logs _score:
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DSL?°. For example, you can find requests with a specified IP using the following query:

ip:"173.70.75.44"

> ip"173.70.75.44"

Add afilter 4

Selected fields

? _source

100

This field is present in your Elasticsearch =
mapping but not in the 149 documents shown in o sp
the doc table. You may still be able to visualize

orsearchonit. 0

20141001 20150101 20150401 20150701 2015-10-01 2016010

Available fields L]
t _id
. Time _source
t _index
# _score v August Bth 2019, ©9:18:44.000 timestamp: August Bth 2049,
t pe »  August Bth 2019, 06:54:10.000 timestamp: August 8th 2819
Oip
© timestamp v August 8th 2019, ©6:16:54.000 timestamp: August Bth 2049,

You can also query for a requests from a specific day:
e timestamp:"2019-08-07"

Alternatively, even a time range:
e timestamp:["2019-08-07" TO *]

4.5.3 Exercise: find interesting data in the cluster.

August 8th 2014, 19:51:39.200 - August 8th 201

1 20160401 20160701 2016-10-01 2017010

timestam|

09:18:44.000 ip: 173.70.75.44 url:

, 96:54:10.000 ip: 173.78.75.44 url:

06:16:54.000 ip: 173.70.75.44 url:

Using the Lucene query syntax that we practiced in 4.5.2, answer to the following questions:

e What was the IP of the bot that tried to download the /wp-config.bak file?

e How many requests to /wp-login.php were performed?

e Find all requests performed by the user with IP 195.187.238.221 .

4.5.4 Create a visualisation

Now let us add a simple visualisation. Click a "visualisation" option on the left, and then the

"create a visualisation" button.

“
5

o u

Looks lize you don't nae< 15, LeT'’s create somel

4 Creotz avisuslization

O items selectec

28 https://lucene.apache.org/
2 https://elasticsearch-dsl.readthedocs.io/en/latest/search_dsl.html

o-0cfs € >

o-gcfs £ >
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Select an area chart:

New Visualization

Q Area

Emphasize the quantity beneath a line chart

¢ 9
ghitrols Coordinate Data Table
Map
°Q
[e]s] ‘g
Gauge Goal Heat Map Horizontal Bar

K E @

Line Markdown Metric

2 @

i} = @ s £

Region Map  Tag Cloud Timelion Vega

[ i

Vertical Bar  Visual Builder

Configure the x-axis. The most common way to bucket the x-axis is to use a date
histogram:

Data Mewics & Azes  Panel Settings u o

Metrics

u ¥-fixis Court
l Add metrics %

Buckets
| - BT © [x]
Aggregation Date Histogram help
Date Histogram -
Field
fmestamp -
Interval

Auto :;

o Drog partial bucksts 4'31}

Custom Label

¢Advanced

Add zub-buckets
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Finally, select a good time range to match the data:

Save Share inspect Refresh  CAutorefresh q*@ 125t 6 months 5;

Time Range @
Quick Relative Absolute Regent
From SetTolow o Set To Mo
2019407-0% 19:5452.300 2019-02-10 19:54:52.300
< july 2018 > £ August 2019 b
sun Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri Sat
62 063 04 05 06 g1 0z 03
g7 62 03 10 11 12 13 84 05 06 7 02 09 P
4 13 s 17 18 iz 20 i1 2 12 ¢ 13 6 17
2y 22 22 24 25 26 Z7 2 '8 2 2 22 23 24
28 29 306 3 25 6 ¥ B 23 30 31

The final result should look like the following figure.
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Figure 2: Amount of requests done on every day. Spikes on the chart represent spikes in the

traffic

LIT LB

INISTE XS

BT IAIS

BIZTTEXL

=

umetamp per 12 hours

43554 L7 LZ B

I

IR LS

IR 7 XIS

40



ORCHESTRATION OF CSIRT TOOLS
Draft | Version 2.2 | December 2019

4.5.5 Exercise: create your own visualisation
Create a pie chart by grouping requests by IP. One of the IPs should stand out.

e Can you tell which one is it? Hint: you need to select a proper aggregation method and
field.
e Remember to increase the number of buckets

4.5.6 Real time visualisations

Kibana has many more powerful features than we have covered during this exercise. Among the most-
useful ones are real-time dashboards that allow analysts to spot new incoming events and trends in
data in real-time. To enable real-time dashboards, you need to turn on the Auto Refresh feature and
everything should work automatically.

5. INTELMQ ADMIN

5.1 INTRODUCTION

Parameter Description Duration

This exercise introduces IntelMQ: platform for automated data processing.
Main Objective Trainees are going to get familiar with IntelMQ, SNARE/TANNER and related -
concepts.

Targeted Audience | The exercise is dedicated to (new) CSIRT staff involved in incident handling.

Total Duration 1,5 hours 90 minutes
Time Schedule Introduction 10 minutes
Task 1: Creating and testing a simple pipeline 20 minutes
Task 2: Introducing new nodes 30 minutes
Task 3: More complex pipeline 30 minutes

IntelMQ is a system for incident response team to collect, process and analyse data from various
sources (e.g. Indicators of Compromise (IoCs), Command & Control servers (C&C), suspicious IP
addresses etc.) using a message queue protocol. Its advantage over similar applications (like
Logstash?3) is that it contains many predefined modules that allow fetching of formatted data from
many external sources.

5.1.1 Pipeline
Data processing in IntelMQ is realised by the pipeline mechanism. The input is consumed, processed
and presented using advanced and well-suited models for processing unstructured data sets.

In this exercise, we will get familiar with InteIMQ interface by trying to create a complete pipeline.

First, we will gather data from a web application honeypot - SNARE®! in our case.

30 https://www.elastic.co/products/logstash
31 https://github.com/mushorg/snare
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Next, we will load data generated by SNARE into IntelMQ and process it: parse, de-duplicate and
enrich it with additional data like geolocation.

At the end, we will output the results to Elasticsearch for convenient browsing.

5.1.2 Bots

The whole idea of IntelMQ is based on so-called bot nodes and the connections between them.

Technically speaking, the bots are mere python scripts running on a single machine and
communicating with one another using a Redis®? broker. This means that you can easily create a new
one, if needed.

There are 4 kinds of bots:

e Collectors: are used to collect data from a variety of sources - local files, URLs, databases or
systems like Shodan3® and MISP

e Parsers: are used to gather useful data from raw input like CSV files

e Experts: those are the bots used to process and enrich the existing data. They might be used
to de-duplicate data or add additional fields, like hostname or geolocation

e Output: they are exit nodes that allow us to save the result of the complete pipeline to files,
databases or other systems. Usually they accept many known formats and protocols,
including popular DB engines, REST APl or SMTP.

Figure 3: Example flow of the complete pipeline

External feed

\ Database

Collector bot

Parser bot

Y

Expert bot

Output bot

Y

T
-

Collector bot Parser bot

7

External feed

5.2 EXCERCISE 1 - CREATE A SIMPLE PIPELINE THAT FETCHES DATA FROM
A THIRD PARTY AND OUTPUTS IT TO A LOCAL FILE

In this task, we will get familiar with the whole process of how to create bots, make connections
between them, and finally run and debug them. We will create a simple pipeline that gathers data from
a public third party source (abuse.ch®*) and outputs the gathered data to a local file without any
additional processing.

%2 https://redis.io/
33 https://www.shodan.io/
34 https://abuse.ch/
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In a production environment, we would normally fetch the data from various online sources. However,
in this exercise, we want to avoid problems with connections and not up-to-date URLs so we will use a
feed hosted locally at path /opt/enisa/trainings-2019/admin/intelmg/intelmg-clean/shared/ipblocklist.csv

5.2.1 Enable the installation of IntelMQ
Setup the environment that will run a clean installation of IntelMQ:

$ cd /opt/enisa/trainings-2019/admin/intelmq/intelmqg-clean
$ ./start_exercise.sh

Now you should be able to access IntelMQ web manager at http://intelmqg.enisa.ex

If you face server errors (like 503), just wait a few minutes for all the systems to start.

You can now check the status on the “Check” tab. If everything is fine, it should look like this:

Check output

Status No error found.

info Reading configuration files.

info Checking defaults configuration.

info Checking runtime configuration.

info Checking runtime and pipeline configuration.
info Checking harmonization configuration.

info Checking for bots.

5.2.2 Configure the collector

Choose the Configuration tab

Press the “Add bot” button and place it anywhere on the board.

From the menu to the left choose Collector -> File

Input the /opt/shared/ipblocklist.csv path in node config like shown below:

path fopt/shared/

postfix ipblocklist.csv a
Name the feed and data provider (fields “name” and “provider”) with a custom
descriptive name. It will be useful in pipelines with more feeds to easily see the source

and type of data in the output.
Press OK to add the bot.

5.2.3 Configure the output

Create an output node and place it on the board. As the type choose “File”
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e Configure it to output data to a temporary file at /opt/shared/out

e This file will be visible in the VM under /opt/enisa/trainings-2019/admin/intelmg/intelmg-
clean/shared/out

e  Make sure that file is world-writable:

$ chmod 666 /opt/enisa/trainings-2019/admin/intelmq/intelmq-
clean/shared/out

— = File-Output

Make the connection between the collector and the output:

e Press the “Add queue” button
e Create the connection

Important: remember to always press the Save configuration button after making any changes!

5.3 EXCERCISE 2 - TEST THE PIPELINE

e Choose the Management tab
e  Run the pipeline under “Whole Botnet Status”
e Check if the output file is being populated

You can see logs of every bot on the Monitor tab

All Bots
running log
File-Collector
File-Output
Logs

Log Level:

10 v | records per page

Time ~ ID ¢ Level ¢ Message

2019-08-08T17:49:38.297000 File-Collector INFO Idling for 300.0s (Sm) now.

2019-08-08T17:49:38.294000 File-Collector INFO Processing file /opt/shared/ipblocklist.csv'.

2019-08-08T17:44:38.202000 File-Collector INFO Idling for 300.0s (5m) now.

2019-08-08T17:44:38.195000 File-Collector INFO Pipeline ready.

2019-08-08T17:44:38.195000 File-Collector INFO Processing file fopt/shared/ipblocklist.csv'.

2019-08-08T17:44:38.194000 File-Collector INFO FileCollectorBot initialized with id File-Collector and intelmq 2.0.0 and python 3.5.2 (default, Nov 12 2018, 13:43:14) as process 6040.
2019-08-08T17:44:38.194000 File-Collector INFO Bot is starting.

2019-08-08T17:40:41.014000 File-Collector INFO Bot stopped.

2019-08-08T17:40:41.010000 File-Collector INFO FileCollectorBot initialized with id File-Collector and intelmq 2.0.0 and python 3.5.2 (default, Nov 12 2018, 13:43:14) as process 4073.
2019-08-08T17:40:41.010000 File-Collector INFO Bot is starting.
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5.4 EXCERCISE 3 - ADD PARSER AND EXPERT BOTS
In this exercise we will extract interesting data from a raw feed and sanitise it (remove duplicate
entries).

In order to make use of the data that was collected, parser and expert bots must process it. Parsers
are used to extract specific data from the feed. Experts are used to enrich data, e.g. by adding a
geolocation tag to IP addresses.

5.4.1 Adding the Parser
Add the Generic CSV parser, place it on the board and we will configure it.

As IntelMQ collects the data from different sources in lots of different formats, it must be normalised

won

somehow. For example, the IP address might be described differently depending on the source: “ip”,

» o« » o« » o«

“ip_addr”, “ipaddr”, “ipaddress”, “src_ip” and so on.

In order to provide clearness and uniqueness, a harmonization standard has been created, and all the
fields must correspond to it. You can read more about it here:

https://intelmqg.readthedocs.io/en/latest/Data-Harmonization/

In our case it will be:

["time.source","destination.ip","destination.port", "extra.lastOnline","classificati
on.identifier"]

So configure the “configure” field according to the above:

runtime runtime
column_regex_search !
columns ["time.source”,"destination.ip”,"destination.port”,"extra.|
default_url_protocol http://

delimiter

5.4.2 Adding an Expert

Add the de-duplicator expert. The De-duplicator bot takes care not to put the same data to the output
twice. You do not have to change anything in the default configuration of it.

Draft | Version 2.2 | December 2019
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5.4.3 Connecting the Bots
Configure the connections like shown below:

Generic-CSV-Parser |

-:' Deduplicator-Expert |

File-Collector

File-Output

5.4.4 Check the Output
Stop the pipeline, clear the output file and rerun the pipeline. Now the output file should look like this

$ cat /opt/enisa/trainings-2019/admin/intelmqg/intelmg-clean/shared/out | jq

“feed.accuracy": 100
"classification.type”

estination.port": 8080,
ED,

E5LTA4LTA4L

“classification.identifier”
"feed.provide
"destination.

“feed.accuracy”: 100
"classification.type
“destination.por

MDESLTA4LTA4LFRyall 0 08 ITguNTguMTcyL j TzMCwONDMs LEh1b2Ry

“feed.provide
"destination.

“feed.accuracy™: 100
"classification.type"
"destination.por

EuMTcwLDQ@NywyMDESLTA4LTA4LFRyaWN rC

S1°
“feed.provide
"destination.

5.5 EXCERCISE 4 - USE MORE COMPLEX COLLECTOR AND OUTPUT BOTS
Now we are ready to create our final pipeline.

We will collect the data from our locally hosted honeypot, process it using the pipeline we created and
finally save the results to Elasticsearch. The Analysts can browse the results conveniently and they can
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be visualised using Kibana. One of the main advantages of InteIMQ is aggregating data from multiple
feeds and saving them in Elasticsearch under one index.

5.5.1 SNARE/TANNER honeypot
As the input, we will use the honeypot consisting of two parts working together - TANNER and
SNARE.

SNARE is a honeypot endpoint, you can use it to clone any website and present it to potential
attackers. However, the full analytic logic is placed in TANNER. It contains many configurable modules
that allow emulating typical web vulnerabilities (XSS, SQL Injection etc.).

In a model like this we can have multiple SNARE endpoints (e.g. for different websites) with common
logic implemented in a central TANNER instance.

In our VM, the honeypot is already configured and running at http://honeypot.enisa.ex. There is a script
sending malicious requests every few seconds at /opt/enisa/trainings-
2019/admin/intelmg/scripts/send.py

You can run it now:

$ cd /opt/enisa/trainings-2019/admin/intelmq/scripts
$ python3 send.py honeypot.enisa.ex

By default, honeypot logs are saved in /opt/enisa/trainings-2019/admin/intelmg/intelmg-
clean/shared/snare.log

You can look at this file now to see how it is being populated.

5.5.2 Adding a custom bot

There is no default parser bot in IntelMQ that understands SNARE’s log format. Luckily, it is very easy
to create and add a custom one. In our instance a custom bot is already added, you can read its
source code at:

/opt/enisal/trainings-2019/admin/intelmg/bots/parsers/snare/parser.py
You can read more about creating custom bots here:
https://intelmg.readthedocs.io/en/latest/Developers-Guide/#bot-developer-guide
Now we are ready to create the complete pipeline.
e Asthe input file put the path /opt/shared/snare.log (remember to name both feed and provider
correctly!).
e Asthe Parser-bot use SNARE - our custom created one.
e Add the de-duplicator, just like in previous the task.

e As the output, we will use Elasticsearch. Choose the Elasticsearch Output-bot and configure it
as shown below:

Draft | Version 2.2 | December 2019
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The elastic_host should be “service-elasticsearch”.

Edit Node

i Elastesearch-Oulpu

genaric qeneric
name Elasteseardh
qronip Dulpas
moaide inlelmyg. bats aulputs. elasticsess ch.outpul
desoriptian Elastesearch & Lhe bl respansible to send everts o &
cnakind I
nn_moe conlinuous

mndime FLndine
elasic_lwar serdne-tlasticseanch

Save the configuration and run the pipeline.

If everything worked fine you should be able to see the results at kibana.enisa.ex (if you see 503 errors
shortly after starting the exercise just wait a few minutes for the environment to fully set up).

In Kibana click the “Discover” tab and create an index pattern named “intelmq”:

Management / Kibana

Index Patterns Saved Objects Advanced Settings

Create Index pattern

[ vsusie N — Create index pattern
e Kibana uses Index patterns to retrieve data from Elasticsearch indices for things ke visualizations. X Indlude system indices
87 Dashboard ‘
Timellon Step 1 of 2: Define index pattern

Dew Tool Index pattern
v Tools

®
@
&

Management

aces or the cha AR > Nextstep
~ Suecess! Your Index pattern matches 1index,

intelmg

Rows per page: 10
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Press next, in “Time Filter field name” put “time.observation” and press “Create index pattern”. If
everything went well, you should be able to see your data and easily use the search features provided

by Elasticsearch:

Time -

»  November 19th 2019, 18:12:45.000

»  November 19th 2019, 18:12:45.000

»  November 19th 2019, 18:12:45.000

_source

source.url: http://hcneypot/ time.source: September 25th 2019, 15:27:48.000 time.observation: November 1Sth 2019, 18:12:45.000 feed.name: _ FEED__

feed.provider: _ PROVIDER__ source.ip: 37.201.206.232 raw: eyJzb3VyY2UudXJsIjogImhOdHAGLyScb251eXBvdCBilCALdGLL VyY2ULOIAIMjA YNVQ: yNzo
B0CswMDOWMCISICIzh3VyY2UuaXAi0iAiMzcuMjAXL] IwNidyMz 11LCAIZXhOcmEucGFyYW1zIjoge319 feed.url: file://localhost/opt/shared/snare_log.json feed.accuracy: 1
00 _id: IYOmhG4BhVSjksuX-ZE0 _type: events _index: intelmg _score:

source.url: http://hcneypot/index time.source: September 25th 2019, 15:30:36.000 time.observation: November 19th 2019, 18:12:45.000 feed.name: _ FEED
__ feed.provider: _ PROVIDER__ source.ip: 107.20.64.137 raw: eyJzb3VyY2UudXJsIjogImh@dHAG6Ly90b251eXBvdCopbmR1eCISICIOaW11LnNyvdX)jZSI6ICIyMDESLTASLTIIV
DEz0jMwOjM2KzAWD JAWT iwgTnNvdXJjZS5pcCIBICTxMDeuMjAuNQUMTMT iwgImV4dHIhL nBhemFt cy16THs 1b6G9naWd 101 A1 TGFkbW1udyat TiwgInN1¥m1pdCIEICTgU3VibWlBTiwgInBhc3N3b3
JkIjogTiBnb29nb6UifXe= feed.url: file://localhost/opt/shared/snare_log.json extra.params.login: admin'-- extra.params.password: google

extra.params.submit: Submit feed.accuracv: 180 id: I4OmMhGABNVSiksuX-DEG =~ tvoe: events = index: intelma = score: -

source.url: http://hcneypot/index time.source: September 25th 2019, 15:30:39.000 time.observation: November 19th 2019, 18:12:45.000 feed.name: _ FEED
feed.provider: _ PROVIDER__ source.ip: 185.51.242.194 raw: eylzb3¥yY2UudXJsIjogImh@dHABLySob251eXBvdCIpbmR1eCISICIOaWlllnNvadX]jZSI6ICIyMDESLTASLTIL

VDEzOjMwO jMEKZAWOJAWT iwg InNvdXJjZS5pcCIGICIx0DUUNTEUMIQyL JESNCTISICI1eHRYYSEWYXIhbXMi0iB7ImxvZ21ul jogTliBcIiBve iAXPTELLSTSICIzdWItaXQi0iAiTFN1Ym1pdCISIC WY

XNzd28yZCI6ICIQMTIzMTIzIn18 feed.url: file://localhost/opt/shared/snare_log.json extra.params.login: " or 1=1-- extra.params.password: 123123

extra.params.submit: Submit feed.accuracv: 180 = id: JIOmhG4BhVS5iksuX-oEx = tvpe: events = index: intelma = score: -

You can see the complete pipeline ready in the intelmg-populated environment:

$ cd /opt/enisa/trainings-2019/admin/intelmq/intelmq-populated
$ ./start_exercise.sh

6. THEHIVE ADMIN

6.1 INTRODUCTION:

Parameter ’ Description

Main Objective

Targeted Audience

Total Duration

Time Schedule

Duration

This exercise introduces TheHive — a platform supporting incident handling.
Trainees are going to configure a TheHive instance and setup integration with -
other tools, including Cortex, Elasticsearch and MISP.

The exercise is dedicated to (new) CSIRT staff involved in incident handling and
tools administration.

1,5 hours 90 minutes
Introduction to the exercise 15 minutes
Task 1: Setup TheHive & Cortex accounts 10 minutes
Task 2: Configure Cortex analysers 10 minutes
Task 3: Configure the Hive-Cortex integration 10 minutes
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Task 4: Configure the Hive-MISP integration 15 minutes
Task 5: Creating custom Cortex analyser 15 minutes
Task 6: Report templates, Case templates, Dashboards 15 minutes

In this part of the exercise, you will be introduced to TheHive®® — a platform for incident handling
dedicated for Security Operational Centres. TheHive provides an efficient platform for multiple users
to investigate cases in parallel. The software has built-in tools for data enrichment and automatically
correlates tags and observables. You will learn about the components like Cortex and analysers. We
will also synchronize TheHive with MISP3®.

TheHive uses Elasticsearch as its database. In the training environment, the Elasticsearch instance
used by TheHive is storing its files on another Kubernetes®’ container. Such a setup allows restarting
TheHive container without losing data (that normally happens to all changes that were made inside
the container).

Cortex38 is the environment for small worker applications called analysers. These applications can
be invoked in a number of ways — from TheHive, from the Cortex web interface (using the Cortex
REST API) or using the Cortex4py library. Many analysers come shipped with Cortex, but it is very
easy to create new ones using any programming language.
6.2 TASKS:
To start the learning environment, execute following commands once you boot the virtual machine
(VM user: enisa, password: enisa):

e cd /opt/enisa/trainings-2019/admin/thehive
Followed by:

e ./start_excercise.sh (pass: enisa)

Now wait for your environment to come up and get ready, as shown in the following screenshot:

35 https://thehive-project.org

36 https://www.misp-project.org

37 https://kubernetes.io

38 https://github.com/TheHive-Project/CortexDocs

Draft | Version 2.2 | December 2019

50



ORCHESTRATION OF CSIRT TOOLS
Draft | Version 2.2 | December 2019

==> v1/Pod(related)

NAME

hive-elastic-84c7d478f4-7128x
ideal-echidna-misp2-5d7fc88b9c-xvgbs
thehive-5cb485c7bb-91952
thehive-cortex-58777c676-182h6

==> v1/Service

NAME AGE
cortex-service 1l4s
elastic-service 14s
misp2-service 14s
thehive-service 14s

==> vlbetal/Deployment
NAME AGE
ideal-echidna-misp2z 14s

==> vlbetal/Ingress

MNAME AGE
ideal-echidna-misp2 14s
ingress-cortex 14s5
ingress-thehive 14s

Your environment is up and ready!

If you want to shutdown the exercise environment, execute
e ./stop_excercise.sh

If you want to start all over again you can execute
e ./stop_excercise.sh and then ./start_excercise.sh.

This will erase all progress that you have made and set everything to the initial state.

6.2.1 Setup accounts
We now need to setup the admin accounts for both instances.

e Open TheHive instance web Ul at thehive.enisa.ex.

e Click “Update database” and then set up the admin account
(Note: if you encounter an SSL warning, you can ignore it as it's a training environment).

e On the first login, TheHive needs to build databases and create initial admin credentials. It is
important to note down the new password or pick something easy to remember. For
simplicity you can go with admin : admin .

e Now you are ready to login to TheHive instance. Feel free to get familiar with the graphical
user interface.

e Open the Cortex instance web Ul at cortex.enisa.ex

e Click “Update database” and set up the admin account. For simplicity you can go with admin
:admin .

(Note: if you encounter an SSL warning, you can ignore it as it is a training environment).

Then login to the graphical user interface and create a new organization:
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e Click the “+ Add organisation” button, and name it “enisa.ex”).
Note: this step is necessary because the default “cortex” organization can contain only
administrative accounts.
Then create a new user in the new organisation enisa.ex:
e Navigate to Users -> + Add user and give this new user read, write, and orgadmin access

for the use of TheHive. You must set a password for it, use the following credentials: login:
admin.enisa.ex and password: admin.

6.2.2 Configure Cortex analysers

The next step is to log out and then again log in to a freshly created account (suggested credentials
were admin.enisa.ex : admin).

Once logged in, select and enable some analysers e.g. Maxmind GeolP3:

e Organization -> Analyzers ->MaxMind_GeolP_3_0 -> click Enable -> Save

This is also the right place to configure analysers (eg. placing login:password, api keys...).A good
example of a useful Cortex analyser is MISP_2_0.

It allows searching for observables/attributes in a MISP instance for which you provide the URL and
the API-key.

You can check if the analyser works correctly by clicking on:

e “New analysis” -> Data type : ip -> Data: 195.187.6.2
e Tick “MaxMind_GeolP_3 0" -> Start.

You can check the results by clicking on “View” on a suitable row.

39 https://www.maxmind.com

Draft | Version 2.2 | December 2019
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LF MaxMind_GeolP_3_0

Artifact
[1F] 195[.]187[16[]2

Date
a minute ago

TLP

Status

Success

Job report

Report

I
3
"summary": {
"taxonomies": [

"predicate": "Location",

"mamespace": "MaxMind",

"walue": "Poland/Europe",

"level": "info"

}
"Tull": {

"city": {
"geoname_id": null,
"confidence": null,
"name": null,
"mames": {}

T

"subdivisions": {
"geoname_id": null,
"iso_code": null,

6.2.3 Configure TheHive - Cortex integration.
Cortex - TheHive integration is one of the key elements of this part of the training. It allows Security

Analysts to easily enrich information gathered in the course of investigations in order to better
understand what happened.

To do that, you need to obtain the API- key of the newly created user:

e Organization -> Users -> Create api key -> Reveal

Next, replace it in the application.conf file in the thehive-config directory (section cortex, field key).
Usually, a config file is in the “etc/thehive/application.conf’ path.

You also have to uncomment line play.modules.enabled += connectors.cortex.CortexConnector

Then restart TheHive container by executing the ./restart_thehive.sh script, then wait a few seconds.

Now go back to TheHive instance, and check if the integration works by going to <name of the user>
button -> about, and checking Cortex status. Integration is also indicated by a Cortex icon in a green

circle at the bottom-right corner of the TheHive GUI.

Version: 3.3.0-1 o
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To check if the Cortex analyser works, follow these steps:

e Create a New Case and add an Observable
e E.g.IP:195.187.6.2

¢ Run MaxMind_GeolP analyser by clicking on the observable, followed by clicking on the red

icon in the Analysis area.
e Next, check the result by clicking on a date of analysis -> Show raw report.

6.2.4 Configure the Hive-MISP integration and check if alerts are fetched
Similarly to Hive-Cortex integration, the process of enabling integration comes down to getting the
API- key of a MISP user (in this case it is gxPEOFh04jGZriMUhBI3U9lyOp7IrxKYifIDMMB3) and
putting it in the application.conf file in thehive-config directory (section MISP, field “key”) as well as
uncommenting play.modules.enabled += connectors.misp.MispConnector.

Then restart the TheHive pod, just like in the previous task.

When restarted, the integration should work and this will be indicated with a green circle around the

MISP icon in the bottom-right corner of the TheHive web-Ul. Moreover, the web-Ul will show up the
number of events fetched from MISP in the Alerts tab.

Now go to the Alert tab and check the example alert created from a MISP event.

Version: 3.3.0-1 e

Waiting tasks gl Alerts E; ‘ Ll Dashboards | Q, Search

Note: in this exercise we are using play.ws.ssl.loose.acceptAnyCertificate = true in order to make
integration possible even if the MISP instance has a self-signed certificate. In a production
environment, that setting is not recommended of course!

6.2.5 Creating a custom Cortex analyser

The goal of this task is to create a custom analyser for data in Elasticsearch and by doing so,
integrating those two platforms. We are going to query for data pushed to Elasticsearch by an
InteIMQ pipeline.

To achieve that, we need to create at least two files:

e One .json file with the specifications of the analyser;

e A second one with the python code of the analyser itself.

e There is an optional third file named requirements.txt with a list of required
packagesl/libraries to run the analysers.

Draft | Version 2.2 | December 2019
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Now go to /opt/enisaltrainings-2019/admin/thehive/cortex-analyzers and see the list of installed
analysers.

Then navigate to the ESlookup directory and look at the file eslookup.json. In there you can find the
definition of the analyser e.g. name, version, author, accepted input data types and location of python
script to execute.

A definition file can also contain information about the maximum TLP level of the observable that can
be passed to the analyser. This can help prevent accidental leaks of sensitive data by unsuspecting
users.

Finally, look at the analyser’s code file eslookup.py.

Try to figure out what it is doing. When you're done, go to the Cortex interface and enable it (just like
you did before with MaxMind (6.2.2), you will find it under the name “ES data lookup_1_0". This is

also the right moment to enable the IP_ASN analyser.

Try the new custom analyser against two IP addresses: 108.185.19.99 and 122.15.121.100, note the
difference in output.

Job report

Report

"summary": {}.

"full": {
"Result": "No results in database for: 122.15.121.108",
"Summary": false

L

"success": true,
"artifacts": [],
"gperations": []

Job report

Report

"summary": {},

"full": {
"Result": "Found in database! Newest entry at: 2819-07-10T@8:21:25+00:0Q8",
"Summary": true

1.

"success": true,
"artifacts": [],
"gperations": []
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6.2.6 Responders

The basic idea behind responders is the same as for analysers - they get data and provide some
useful actions. The main difference is that analysers are run against particular observables;
responders are run against cases or alerts. In addition, analysers provide you with some additional
data; while responders can trigger some actions like creating a ticket, sending an email etc.

Example responders are available here:

https://github.com/TheHive-Project/Cortex-Analyzers/tree/master/responders

6.2.7 Report templates
Output from analysers may be customized using report templates. They allow showing results using
html/bootstrap instead of plain json.

To add a report template designed to our custom analyser, go to:

e  TheHive -> Admin -> Report templates
e In ES_data_lookup_1_0 and column “Long template”, click on “Default template” to modify
it.

Then paste the following:

e  <span ng-if="content. Summary==true" class="label label-danger">Found in log db!</span>
e  <span ng-if="content. Summary==false" class="label label-info">Not found in log db!</span>

The above code checks the Boolean value of the “Summary” field in the json returned by our custom
analyser.

e Click on “Save template”.

Now go to the test case and see if the report changed for the two IP addresses (108.185.19.99 and
122.15.121.100). Remember, you have to add them as observables first.

Report for ES_data_lookup_1_0 analysis of Thu, Oct 10th, 2018 13:43 +02:00 Report for ES_data_leokup 1 0 analysis of Thu, Oct 10th, 2019 13:43 +02:00

Foundin logdb! Notfound in log db!

6.2.8 Case templates

Let us assume that for the needs of particular organisation we need to know the number of people
affected by a particular incident. To represent that information, we will create a Case custom field
(Admin -> Case custom fields) and fill the form, e.g.

e Name: number of people affected

e Description: number of people affected by that incident
e Type: number

e Click on “Save field”

Then go to “Case template management” (Admin -> Case templates) and fill in the form:
e Template name: company X

e Title prefix: X-
e Description: this template concern cases related to company X
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e Custom fields -> Add a custom field -> Select “humber of people affected” from the
dropdown menu
e Click on Save case sample.

Now when you create a new case, you will be able to pick the newly created template and use
additional data fields.

6.2.9 Dashboards
Dashboards are a very handy way of visualising data in TheHive. You can go to the Dashboards tab
and see default ones.

We will create a new custom dashboard based on the “number of people affected” values from our
cases.

To do that, go to the Dashboards tab and next:

e Click on “Create new Dashboard”, give it a name and description

e Select Visibility to “Shared” and click “Create”.

¢ In the new window on the right side, select “Donut” as a type of graph,

e Dragé&Drop it to the empty place in the middle.

e Inthe pop-up window in the entity dropdown select “Case” and in “Aggregation Field” select
“customFields.numberPeopleAffected.number”.

e Next, click “Apply” and “Save”.

Your custom dashboard is now ready. Now you can add some test cases to see how it looks.

Draft | Version 2.2 | December 2019

57



ORCHESTRATION OF CSIRT TOOLS
Draft | Version 2.2 | December 2019

/. ANALYSTS PART -
GENERAL INFORMATION

7.1 INTRODUCTION
This part covers the training modules aimed towards the security analysts that will be using the tools
to assist then in their duties and investigations up.

The minimum specifications for a computer that will be used to run the training environment are:

e A 64bit CPU with virtualization support enabled,

e Atleast 12 GB of RAM,

¢ Installed a recent version of VirtualBox*° in the main operating system of the computer,
e 40 GB of free disk space (SSD recommended).

7.2 CREDENTIALS
The following table gives an overview of the credentials that are needed to access the different
systems and tools in the exercises.

Exercise

All

MISP admin
MISP admin
MISP analyst
MISP analyst
Elasticsearch
Elasticsearch
TheHive
TheHive
TheHive
IntelMQ

IntelMQ

Training VM
MISP1
MISP2
MISP1
MISP2
Elasticsearch
Kibana
TheHive
Cortex
Cortex
InteIMQ

Honeypot

https://misp.enisa.ex
https://misp2.enisa.ex
https://misp.enisa.ex
https://misp2.enisa.ex
http://elasticsearch.enisa.ex
http://kibana.enisa.ex
http://thehive.enisa.ex
http://thehive.enisa.ex
http://cortex.enisa.ex
http://intelmg.enisa.ex

http://honeypot.enisa.ex

Username Password
enisa enisa
admin@admin.test admin

admin@admin.test StrOngP@sswd!
admin@admin.test FirstinstancePassword!

admin@admin.test SecondInstancePassword123!

admin admin
admin.enisa.ex admin
admin admin

40 Oracle VirtualBox virtualisation software can be downloaded for free from this website: https://www.virtualbox.org/
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8. MISP ANALYST

8.1 INTRODUCTION

Parameter ‘ Description ‘ Duration

MISP analyst workshop introduces trainees to basic MISP usage concepts. The
Vil Elbieaiive concepts that will be described include creating and publishing events, adding )
! attributes, searching through events, intel correlation, usage of galaxies and

taxonomies.

Targeted Audience | Exercise is dedicated to members of SOC/CERT/CSIRT teams.

Total Duration 1,5 hours 90 minutes
Time Schedule Introduction to the exercise 10 minutes
Events 60 minutes
Galaxies 10 minutes
Taxonomies 15 minutes

This exercise is designed for the analysts willing to expand their knowledge about MISP use cases
and overall usage.

Credentials to the Virtual Machine (VM): enisa:enisa

8.2 PRECONFIGURED STATES

For exercise purposes, we prepared two states of the exercise that you can install by following the
instructions provided in the next section.

8.2.1 misp-bare
This state consists of two MISP systems. One (MISP1: https://misp.enisa.ex) is not configured at all.
This represents the state after admin configuration.

e There are taxonomies and galaxies downloaded.

e There are multiple events imported from open source of events.

e One account is available with username: admin@admin.test and password
FirstinstancePassword!.

Another instance (MISP2: https://misp2.enisa.ex) contains data and minimal configuration.
Credentials: admin@admin.test:SecondInstancePassword123!

For easier use of both instances, you can run two browsers in the VM (at least one in incognito
mode) and then login to both MISPs at the same time.

8.2.2 misp-configured
This represents both MISP instances in the state after the exercise is finished. Follow the steps below
to get to this stage from the misp-bare snapshot state.

Draft | Version 2.2 | December 2019
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8.3 PREPARATION
Now we will prepare the exercise environment on the Virtual Machine (VM).

8.3.1 Environment setup

To enable the exercise that contains the two MISP instances, navigate to the following folder using
the console in the VM:

/opt/enisaltrainings-2019/analyst/misp

In that folder, type the following commands

Ireset_data.sh and then ./start-exercise.sh.

The environment is ready when the prompt returns, it can take a while for the exercise to start
depending on your virtual machine processing power.

8.3.2 Resetting your progress

If needed you can use the following steps to reset any progress you made during the exercise. It is
important to stop the exercise by issuing the following command:

helm delete <id>

Where id is the chart id that can be obtained with the following command:

helm Is.

After that do a reset of the progress you made by executing the following script:

reset-data.sh

8.3.3 Login in MISP1

Log into your organisation’s MISP instance with a web browser (https://misp.enisa.ex). This instance
is only accessible from within the provided VM.

We will start by explaining what events are and what you can do with them.

8.3.4 Events
Events are the core of any MISP instance. They allow you to manage, share and enrich your own
intelligence data and that of other organisations.

A quick overview of the events view is presented in the image, taken from the MISP book
https://www.circl.lu/doc/misp/.
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Figure 3: Events view from the MISP book

A. Add Event
All 10C data entered is
made up of an event
object and described by
its connected attributes.

1. I 2. Populate Fields

gt |
Searsn Annoytes I
|

Event
B
d| | c. Add Event Attributes
|
. 5. Populate Fields
i Add Attribute
5| | doma -+
GF1 sandbox Add Attribate vaiue

fThe following attribute types should
be added for each event:

= ip-src: source IP of attacker

vusond * email-sre: email used to send malware

« mad5/sha1/sha256: checksum

» Hostname: full host/dnsname of attacker
KDomain: domain name used in malware j

8. Populate Fields

A detailed description on how to add an event is described below.

8.3.5 Adding events
To begin, we need to create a new event. To do so, we click the Add Event option when on the
Events list view:

e Event Actions -> Add Event
Here a short description of some of the parameters associated with creating an event

e Distribution: defines how far in the chain of synchronized MISP instances the event is
going to be published. In practice, this can be defined as the number of hops that the event
is going to make before not being distributed further.

- This organisation only (0 hops): only for the organisation of the user that adds the event.
- This community only (1 hop): all organisations inside the current MISP instance gets the
event.
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- Connected communities (2 hops): every organisation that is integrated with one of our
synchronized organisations.
- All communities (infinite hops): any organisation in the chain of connected organisations.

e Analysis: defines if the event is in ongoing analysis or if its analysis has already been
completed.

e Threat Level: defines level of “importance” of the event. To be interpreted as only a hint for
the partition; the exact meaning can vary from organisation to organisation.
- Undefined: No risk
- Low: Mass malware
- Medium: APT malware
- High: Sophisticated APT malware or 0-day attack

e Event info: description of the event, ideally with concise info of what happened and/or what
the event is about. This is important as this can help other analysts to improve their
understanding of the exact details of the event. On the other hand, we want it to be concise
so it is easily readable by others.

e Extends event: MISP allows for correlation of events so in this field you can put UUIDs of
other events that correlate to this incident.

After creating an event, we are redirected to the details view. Here we can add tags, attributes,
related events, correlations and so on.

Attributes are a very important part of an event; they contain information such as Indicators of
Compromise (loC’s), Command & Control Server (C&C) addresses, md5 hashes, or other additional
information. Many types of attributes exist

8.4 EXERCISES

8.4.1 Exercise 1 - Adding an Event
Imagine that you have observed a new malware sample inside your organisation. It was not able to
infect any of the hosts inside your organisation but you collected the sample and started the analysis.

Information about the sample can be found in the REPORT.pdf file.

Read the report and try to add an event to your MISP instance that describes all of the information
contained in the report. Make use of the correct tags, taxonomies and attributes.

If you are stuck, below are the exact instructions of how it can be done:

e Go to Event Actions -> Add Event, and fill the fields appropriately.

e The Date, Event info and Analysis fields are obvious.

e We set threat level and distribution according to the descriptions presented in the previous
chapter. (8.3.5).
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Date Distribution @
| 2019-10-02 | | Connected communities ‘r|
Threat Level @ Analysis @
| Low '| | Completed

Event Info

| Emotet malware campaign loCs

Extends event

| Event UUJID or ID. Leave blank if not applicahle.

Add
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For easier grouping and correlation, we should add a tag describing the malware family; we can just

put emotet inside the Add a tag form.

There are multiple options to choose from and ideally, we should add all of those that describe it as

emotet.

Another important tag to set is the TLP tag, it describes sharing permissions of the intel according to

the Traffic Light Protocol*!.

Email admir  Add a tag 2

Tags 1

Taxonomy Library:stealth_malware ]

Taxonomy Library:workflow

Tag Collections All Tags
Date 2019

L
Threat Level Low emotet
Analysis Comp. |Emotet| |3
Distribution emotet:epoch="2"
Connected
Info Emotet mal

misp-galaxy:tool="Emotet”

=iy hed Mo

If you choose the misp-galaxy:tool="Emotet" and click submit you can observe that no tag was
added. What actually happened is that you have added the event to the emotet galaxy. You can

observe that further down on the screen.

Galaxies

Tool Q
+Emotet O, 2 M
Add

More details about galaxies can be found in the next sections.

4 https://www.first.org/tlp/
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Last of the important things to do is to add some attributes describing the event. The Attributes
section is located at the bottom of the page.

n ﬂ Scopetoggle~ @ Deleted @ Context Y Filtering tool Enter value to search m
Date t org Category Type Value Tags Galaxies Comment Corelate Related Events Feed hits DS Distribution Sightings Activity Actions.
Atiribute warning: This event doesn't contain any attribute. It's strongly advised to populate the event with atiributes (indicators, observables or information) to provide a meaningful event

«previous | mexts | viewall

To add a new attribute, you should click the + sign in the top left corner. You will be presented with
the following form:

Add Attribute
Category @ Type &

(choose one) v (first choose category) v

Distribution @

Inherit event v

Value

Contextual Comment

) for Intrusion Detection System " Batch Import

- Disable Correlation

-

For example, to add the sha256 checksum of the sample, you should fill the fields of the form in a
similar way as presented in the image below:

Add Attribute
ategory @ ype @

Payload delivery v sha?56

Distribution @

Connected communities v

Value

Contextual Comment

) for Intrusion Detection System " Batch Import

- Disable Correlation

A

ko
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Now try adding the rest of the attributes on your own.
This should result in the attributes section looking like this (your result may vary):

n = = x| Scopetoggle~ @Delted @ Context Y Filtering tool

O Date t org  Category Type  Value Tags Galaxies  Comment Correlate  Related Events  Feed hits DS
[ 20191016 Neworkactvity ipdst 104186046 Add ] ]
0 20131046 Nework astivity ip-dst  104.189.245.51 @ ]
[ 2019-10-16 Network activity  ip-tist 66.228.39.137 “ [a]
[ 20191016 Neworkactivity ipdst 1085841242 ] 8]
() 2018-10-16 Network activity  ip-dst 47.100.43.55 7] o
[ 20191016 Payload delivery url hitps:/isodadino.comwp-admingezk Add ] o
O 20181046 Payload delivery url htipiinewgensolutions netfoomla_30/n0k! @ o
0 2019-10-16 Payload delivery url w (=]
0 20191016 Payload delivery sha2s6  60e788187b9a7o0r d Add ] o

7

As you can see, attributes have tags and galaxies sections as well, this allows for better
granularity in describing the event and payloads associated with it.

Click around and explore. Try to find tags or galaxies useful for attributes you have just added.

When you make appropriate changes to the event and you consider your work to be complete,
you can share it with other organisations by clicking on Publish event on the left panel.

Now let us see how the event presents itself on the events list.

e Event Actions -> List Events

8.4.2 Exercise 2 - Search and Correlation
In this exercise, we will focus on search and filtering abilities of MISP. The experience gained
from working with events obtained in previous the exercise will come in handy.

Try to find all unclassified events in MISP that may be correlated in any way with the event you
added in the previous exercise. There are multiple ways to correlate in MISP. Through search,
Correlation Graph, Related Events view or in the Attributes view.

What related events were you able to find?

If you are stuck, below are some tips of how it could be done.

Search can be found in the Event List view, accessible by Event Actions -> List Events.
NOTE: all events on the list are actually from different organisation than ours. Our
organisation is called MY-SUPER-CERT and the feed inside the MISP instance is from
organisation ORGNAME.

¢ Inthe Search field you can enter any value from the attribute and all the associated

events should be presented.

e Try 6de788187b9a790f0a378b94f02582e1453d4f77f5ac4c742c7ffc4befOeals7
e 0Or104.199.245.51.

Enter value to search

Distribution ~ Sightings Activity Actions.

Inherit

Inherit

Inherit

Inherit

Inherit

Inherit

Inherit

Inherit

Connected

e F
(o1r0)

GQF
(oror)

G F
(oror)

GQF
(o10r0)

(R ey
(o10r0)

O F
(01010)

GeF
(oror)

GG F
(oror0)

G F
(o10r0)

ecdlogi
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e Keep in mind that this can sometimes take a little bit longer (for large datasets). See
what other related events you can find with this method.

104.199.245 51

View Correlation Graph can be found in event view on the left side.

In this case, we can easily see an event that shares two attributes with the one we created. You
can expand nodes by selecting them and pressing Ctrl+x.

This powerful tool enables you to investigate whole clusters of malware. Try to click around and
see what else you can find.

=

£

galaxy: Emotet

attribute: 104.199.245.51

‘ tag: mabvareemotet
tag: Emotet

s ®»

tag: tip:white
event: (16) Emotet malware campaign loCs

event: (17) Unclassified malware

attribute: 8de738187b0a790f0a37Eb0Af02582e1453d417 Fioacdcy42cT7fedbeflealsy

Related Events can be found in event view on the right side on the top. Without performing any
actions, you can see here potentially related events based on attributes.

Related Eve Orge: MY-SUPER-CERT

2019-10-02 (186) ~ Date: 2019-10-02
Info: Emotet malware campaign loCs

By searching and correlating you can clearly see how powerful and important attributes entered
into MISP instances are.
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8.4.3 Galaxies

You previously already encountered a galaxy; below you can find a description on how they
work.

In MISP, galaxies are used to express a large object called cluster. They are formed by
elements (key:value pairs). Default vocabularies are available in the MISP galaxy but they can
be overwritten, replaced or updated.

To add a galaxy to the event go to the detailed event view of the event you created in the
previous chapter. Then scroll down to Galaxies and click on Add. Choose All namespaces, in
Select an Option and select an appropriate malware type and family, then click Submit.

8.4.3.1 Examples of galaxies
Here we list some examples of potentially interesting galaxies:

¢ Ransomware: galaxy with information on ransomware campaigns and families, based
on https://goo.gl/6e3wia

e Threat actor: characteristics of malicious actors and/or adversaries.

e Exploit-kit: list of some well-known exploit kits used by threat actors. The list includes
document, browser and router exploit kits. It is not meant to be exhaustive but aims to
cover the most seen exploit-kit based threats in the past 5 years.

8.4.4 Taxonomies
You already used a taxonomy before: TLP, below you can find description on how they work.

A taxonomy is a group of ,machine tags” used to tag events and attributes. Every tag is
composed of a namespace (mandatory), a predicate (mandatory) and a value (optional).
Example: osint:source-type="blog-post” (osint - namespace, source-type - predicate, “blog-post”
- value).

These machine tags are often called triple tag due to their format. In MISP, there are several
taxonomies ready to use, but users can also create their own ones.

As with galaxies, we can try them out in our event we created earlier. Find your event in List
Events view once more.

Look at the List Events view to see your event now having more information available.

8.4.4.1 Popular taxonomies
e TLP (Traffic Light Protocol): classification of sensitive information distribution. There
are 4 TLP levels*?:
e TLP: RED personal for named recipients only,
. limited distribution,
TLP: GREEN distributed for particular community,
e TLP: WIHITE for unlimited distribution.
e osint: Open Source Intelligence - Classification (MISP taxonomies)
e malware_classification: classification based on different categories. It is in line with
this posting: https://www.sans.org/reading-room/whitepapers/incident/malware-101-
viruses-32848

42 https://www.first.org/tlp/
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9. LOGS ANALYSIS
ANALYST

9.1 INTRODUCTION

Parameter Description Duration

This exercise will present advanced tools for analysts that simplify log
management and incident handling. The tools - most notably, IntelMQ and
Elasticsearch - will be introduced at the beginning, and then they will be tested in a
scenario closely resembling a real world exploit hunting case.

Main Objective

The exercise is dedicated to CSIRT/SOC staff responsible for monitoring and

Targeted Audience incident analysis

Total Duration 2 hours 120 minutes

Time Schedule Introduction to the exercise 30 minutes
IntelMQ getting started and initial configuration 30 minutes
Exercises: hunting exploits using available tools 60 minutes

This is an independent scenario focused on analysis, correlating and monitoring of logs collected
through various systems and sources.

Trainees will have a chance to learn about a wide range of well-known software that is very useful
during malware analysis, and to see how a pre-defined combination of common tools works in
practice.

9.2 OVERVIEW OF INTELMQ

INT=LMAQ

IntelMQ is a message queue for CSIRTs, SOCs and other security teams designed for collecting and
processing security feeds. It is a community project, designed and used mostly by European
CERTs/CSIRTSs.

IntelMQ’s main strength is the backend queue, but it also features a dedicated web-UI that greatly
simplifies configuration management.
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Collector

’e? INT=LMQ Conﬁguration 4‘( Management B8 vionitor Check efl.bout

< @ Duplicate @\ Add Queue @ Edit Bot @ Delete stopped P ] @]

Parser

Expert

Output

JSON-Parser

Deduplicator-Expert
-~ .

IntelMQ has 4 types of entities:

Collectors, that produce messages and pass them further into the system.

Parsers, that convert unstructured data into structured messages. For example, you can
use them to parse publicly available feeds into a format that IntelMG will understand.
Experts, that operate on parsed data and enrich or change it. For or example deduplicator,
or revdns experts.

Outputs, that send parsed data to other systems.

In this exercise, we are using five different bot-types:

File Collector: collector that cyclically reads data from a file on the disk and passes the
data into the system

JSON-Parser: parser that reads JSON-serialised messages from input and converts them
into a structured format understood by InteIMQ. This allows other bots to “understand” the
meaning of JSON fields. For example: RevDNS expert needs to know which field
corresponds to IP to do its work. Assigning such meaning to fields is a job for a parser.
Abusech-IP-Parser: another parser but this one was created for a specific feed -
AbusechIP*3,

Deduplicator-Expert: with multiple feeds as input sources, duplicated events can become a
problem. In our exercise scenario, we only have two data sources, but in real world
situations, one often works with dozens of feeds. Deduplicator keeps events in a temporary
database for a configurable amount of time, and drops already seen events.
Elasticsearch-Output: quite straightforward: it stores processed events in a configured
Elasticsearch database.

How can it be useful for analysts? A very common use case for a SOC or CSIRT is the monitoring of
multiple feeds, and reacting to them.

“ https://abuse.ch/
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In many cases, the actions can become a bit repetitive. For example, imagine multiple external feeds
of malicious domains and IPs (IntelMQ supports many such data sources). Common operations
include domain resolving, geo-IP lookup, filtering based on the geo-IP country or TLD, finally de-
duplication, and reporting by saving output to a file, email, webhook or database.

All these actions and much more can be automated by InteIMQ. Time saved thanks to this will quickly
dominate the initial time investment spent for configuring and testing the pipeline.

In this exercise, we will look at one such pipeline and follow the actions of a hypothetical analyst.

9.3 CONFIGURE THE EXERCISE

9.3.1 Ensure that DNS is configured properly
Ensure that DNS is configured properly, and subdomains of .enisa.ex exist:

127.0.0.1

127.0.0.1

$ dig -ta +short intelmg.enisa.ex
# or any other valid IPv4
$ dig -ta +short kibana.enisa.ex

# or any other valid IPvi4

9.3.2 Apply the helm configuration file

$ helm install intelmg/

9.3.3 Completion of the installation
It can take up to a few minutes before all the tools are downloaded and ready.

9.3.4 Ensure that Elasticsearch works correctly

cd /opt/enisa/trainings-2019/analyst/intelmg/

Point your browser to http://intelmg.enisa.ex. You should see the following:

- INT=ELMOG ‘s?conﬁguratinn

If you see nginx 503 error instead, you have to wait a bit longer.

@ N T

Configuration

To either change the currently
deployed configuration or to
create a new one in a graphical
fashion.

:!C Management B vionitor Check

L

Management

This is where you go to start/stop
your bots or check on their status.

@ ~bout

-LMQ

el

Monitor

This feature is meant to allow you
to check on the overall status of
your botnet. You can read the bot
logs, see how the queues are
hehaving and other features that
allow you to have a better
overview of the overall health of
the system.
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9.3.5 Ensure that Kibana works correctly.
Point your browser to http://kibana.enisa.ex:

Management / Kibana

Index Patterns Saved Objects Advanced Settings

Create Index pattern

M\ Mo default index
pattern. You must
select or create
one to continue.

Create index pattern

Kibana uses index patterns to retrieve data from

Visualize
Dashboard

Timelion
Step 1 of 2: Define index pattern

Dev Tools
Index pattern

Management

ndex-name-*

You can use a * as a wildcard in your index pattern,
You can'tuse spaces or the characters\,/,%,", <, >, |.

No Elasticsearch indices match your pattern.

logs

Rows per page: 10 ~ :

Or use the command line:

$ curl kibana.enisa.ex/ -v

* Connected to kibana.enisa.ex (195.187.123.210) port 80

> GET / HTTP/1.1

> Host: kibana.enisa.ex

> User-Agent: curl/7.58.0

> Accept: */*
< HTTP/1.1 302 Found

< Server: nginx/1.15.10

< Date: Tue, 02 Jul 2019 06:28:35 GMT

< Content-Type: text/html; charset=utf-8
< Content-Length: 0

< Connection: keep-alive
< location: /app/kibana
< kbn-name: kibana

< cache-control: no-cache

HTTP 302 Found means that everything is working correctly.

Elasticsearch indices for things like visualizations.

ORCHESTRATION OF CSIRT TOOLS
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9.4 GET FAMILIAR WITH INTELMQ

In this exercise, we will create a simple IntelIMQ pipeline. We will retrieve data from our local
simulated honeypots, from freely available IP blacklists, de-duplicate the results and save them all to
the Elasticsearch database.

9.4.1 Get familiar with the pipeline
Look at the pipeline configured in your IntelMQ instance:

Configuration i Management  [HB Monitor Check (@) About

@ Duplicate @ Add Queue @ Edit Bot ® Delete stopped p [ C

| Elasticsearch-Output |

There are two collectors: File-Collector and File-Collector-2.

File-Collector is the first one. It reads the http_logs.json file. You can preview that file by opening
/opt/enisa/trainings-2019/analyst/intelmg/shared/http_logs.json with your favourite text editor. After
reading it, this file is parsed by the JSON-Parser to the structured format understood by IntelIMQ.

The second collector is File-Collector-2. It reads a blacklist.txt file (you can find it in the same
directory). After reading it, this data is parsed by a dedicated parser (Abusech-IP-Parser).

The Deduplicator-Expert de-duplicates all these sources, and the de-duplicated results go straight to
the Elasticsearch-Output. Deduplicator has a temporary database where it keeps all events it has
seen for a configurable amount of time (a common setting is 24h or 48h). When the same event goes
through deduplicator multiple times, all but the first occurrences are dropped. This helps to reduce
noise if we are reporting results of the pipeline to external organisations.
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9.4.2 Start the botnet
By default, the pipeline is stopped. You can check its status by going to the management tab:

Whole Botnet Status:

Status: stopped

> = C | o

Collectors Status:

Status: stopped
> | m C

[¢]

Parsers Status:

Status: stopped
> | m G| T

@ |INT=ZLMQ

Whole Botnet Status:

Status: running
> m | C | O

Collectors Status:

Status: running
> m | C | O

Parsers Status:

Status: running
> m | C | O

Logs

Log Level: M
10 jrecnrds per page

Time
2019-10-09T22:13:55.906000
2019-10-09T22:13:55.631000
2019-10-09T22:13:55.343000
2019-10-09T22:13:55.088000
2019-10-09T22:13:54.811000
2019-10-09T22:13:54.524000
2018-10-09T22:13:54.241000
2019-10-09T22:13:53.940000
2019-10-09T22:13:53.673000

2019-10-09T22:13:53.383000

-INT=ZLMQGQG chnnﬁguration

EF Configuration

:& Management

Individual Bot Status:

Al :I records per page

Bot ID

Abusech-IP-Parser
Deduplicator-Expert
Elasticsearch-Output
File-Collector
File-Collector-2

JSON-Parser

:ti Management

Individual Bot Status:

All :l records per page

Bot ID

Abusech-IP-Parser
Deduplicator-Expert
Elasticsearch-Output
File-Collector
File-Collector-2

JSON-Parser

-~ ID
JSON-Parser
JSON-Parser
JSON-Parser
JSON-Parser
JSON-Parser
JSON-Parser
JSON-Parser
JSON-Parser
JSON-Parser

JSON-Parser

B onitor

B 1onitor

Check

Check

Level

INFO

INFO

INFO

INFO

INFO

INFO

INFO

INFO

INFO

INFO
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@ ~vour

Status

stopped
stopped
stopped
stopped
stopped

stopped

Start the IntelMQ botnet by clicking the play button on the left. If everything goes fine, the result
should look like this:

@ ~oout

Status

running

running

running

running

running

running

You can inspect a bot’s status by clicking on it. For example, you can read its logs and ensure that
there are no unexpected errors:

Message

Processed 500 messages since last logging.
Processed 500 messages since last logging.
Processed 500 messages since last logging.
Processed 500 messages since last logging.
Processed 500 messages since last logging.
Processed 500 messages since last logging.
Processed 500 messages since last logging.
Processed 500 messages since last logging.
Processed 500 messages since last logging.

Processed 500 messages since last logging.
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9.4.3 Familiarise yourself with the honeypot

There is a honeypot running in your network. You can visit it by opening the following URL:
http://honeypot.enisa.ex/ in your browser.

This honeypot is powered by the Snare project. Snare is the successor of the Glastopf project*4. It is
a scalable web application honeypot, attracting malicious agents and logging the interesting events. It
is not doing any analysis - this job is forwarded to the Tanner. Tanner’s job is to evaluate Snare
events, serve dorks, and to adopt and change responses, to maximise attack surface*>46,

Visit http://h oneypot.enisa.ex/ now. You should see the following empty-looking website:

Example Domain

This domain is established to be used for illustrative examples in documents. You
may use this domain in examples without prior coordination or asking for permission.

More information...

Refresh the webpage a few times.

Now take a look at the /opt/enisaltrainings-2019/analyst/intelmg/shared/snare.log file. You should see
logs similar to the following:

2019-09-10 16:14:45 INFO:snare.server:handle_request: Request path: /

2019-09-10 16:14:45 INFO:aiohttp.access:log: 10.1.1.1 [10/Sep/2019:16:14:45 +0000] "GET /
HTTP/1.1" 200 1422 "-" "Mozilla/5.0 (Windows NT 10.0; rv:68.0) Gecko/20100101 Firefox/68.0"

2019-09-10 16:14:45 INFO:snare.server:handle_request: Request path: /

2019-09-10 16:14:45 INFO:aiohttp.access:log: 10.1.1.1 [10/Sep/2019:16:14:45 +0000] "GET /
HTTP/1.1" 200 1362 "-" "Mozilla/5.0 (Windows NT 10.0; rv:68.0) Gecko/20100101 Firefox/68.0"

2019-09-10 16:14:46 INFO:snare.server:handle_request: Request path: /

2019-09-10 16:14:46 INFO:aiohttp.access:log: 10.1.1.1 [10/Sep/2019:16:14:46 +0000] "GET /
HTTP/1.1" 200 1362 "-" "Mozilla/5.0 (Windows NT 10.0; rv:68.0) Gecko/20100101 Firefox/68.0"

2019-09-10 16:14:51 INFO:snare.server:handle_request: Request path: /

2019-09-10 16:14:51 INFO:aiohttp.access:log: 10.1.1.1 [10/Sep/2019:16:14:51 +0000] "GET /
HTTP/1.1" 200 1362 "-" "Mozilla/5.0 (Windows NT 10.0; rv:68.0) Gecko/20100101 Firefox/68.0"

This means that SNARE is working and collecting logs correctly.

Unfortunately, there is no built-in support for SNARE logs in InteIMQ (adding new bot types is beyond
the scope of this exercise).

4 http://mushmush.org/
“ https://snare.readthedocs.io/en/latest/index.html
46 https://github.com/mushorg/snare
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We need to convert them to json format first. In order to do this, go to the /opt/enisa/trainings-
2019/analyst/intelmg/shared directory and type:

e python3 parse_logs.py share.log share_log.json

If you take a look at the snare_log.json now, you will see the same data, but in the .json format.
IntelMQ will automatically pick up this data, parse it and send it through the pipeline.

9.4.4 Take a look at the data
Elasticsearch is a very popular NoSQL database, used across many industries. It is fast, scalable,
and it's main and original strength was fast search including full-text searches.

This speed does come at a cost though. Elasticsearch needs a lot of RAM, and its query language is
quite limited. For example, aggregations, subexpressions and joins are not available directly (or are
very limited).

This is very different from SQL databases, whom allow programmers to write arbitrarily complex (but
potentially slow) queries. Filtering on complex predicates in Elasticsearch is usually done by

precomputing before inserting the data and adding results as additional fields.

Kibana is a web Ul for the Elasticsearch database. It can be very useful for browsing and
understanding the data you are dealing with.

First, open http://kibana.enisa.ex in your browser. You should see this form:

Add Data to Kibana

Use these solutions to quickly turn your data into pre-built dashboards and monitoring systems.

Visualize

— al

Dashboard — —

Timelion -
APM Logging
DevTools APM automatically collects in- Ingest logs from popular data
depth performance metrics and sources and easily visualize in
Management errors from inside your preconfigured dashboards.
- applications.

Add APM Add log data
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You may notice a generic let's get started message instead:

Let's get started

We noticed that you don't have any data in your cluster. You
can try our sample data and dashboards or jump in with
your own data.

Try our sample data Explore on my own

In this case, click the Explore on my own button. You might also want to ensure that you have started
the InteIMQ pipeline, and that it is running.

Now click on the management tab and create an index pattern. In order to do this, enter IntelMQ as
an index pattern name.

Step 1 of 2: Define index pattern
Index pattern
intelmg

Youcan use a* as a wildcard in your index pattern.
You can't use spaces or the characters\, 7,2, <, >, |.

~ Success! Your index pattern matches 1 index.

intelmq

Rows per page: 10 ~
Then select time.observation as a time filter field, and then finally click Create index pattern:

Step 2 of 2: Configure settings

You've defined intelmg as your index pattern. Now you can spec

Time Filter field name Refresh

time.observation e

The Time Filter will use this field to filter your data by time.
You can choose not to have a time field, but you will not be able to
narrow down your data by a time range.

» Show advanced options
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14,375 hits

>

Add a filter 4

intelmg

Selected fields
? _source

Available
fields

t _id
t _index
# _score

t _type

*

*

feed.accuracy

feed.name

feed.provider

feed.url

t raw

source.p

[c]

destination.p...

destination.u...

protocol.appl...

time.observa...

New Save

Open  Share Inspect CAutorefresh € O lastiyear 3

SRR

October 9th 2018, 22:39:38.900 - October 5th 2019, 22:39:38900 —  Auto j

Time

»  September 20th 2019, 08:13:38.0600

»  September 20th 2019, 07:50:03.0600

b September 20th 2019, 07:41:26.000

! il il

1 2019

2

ek

time.observation per

_source

time.observation: September 28th 2649, ©8:13:38.000 feed.url: fil
e://localhost/opt/shared/http_logs.json feed.name: _ FEED__

protocol.application: get raw: eyJwcm98b2NvbC5hcHBsaWNhdGlvbiI6IC
JHRVQiLCA1c291cmN1LmIwIjogT JEXMCA3Ny4yM ] YuMTkET iwgImR1c3RpbmFOadul
nYvhHRhAGNI01A1 1 vTsTCIKZXNAAWShAGT vhiSwh31AT1nn0NASTCIAAW 11 m31n2Vv

time.observation: September 28th 2649, ©7:50:03.000 feed.url: fil
e://localhost/opt/shared/http_logs.json feed.name: _ FEED

protocol.application: get raw: eyJwcm98b2NvbC5hcHBsaWNhdGlvbiI6IC
JHRVQiLCALc291cmN1LmIwIjogl JEZOCAWL j TyNy4x00MiLCALIZGYZdGLuYXRph24ud
XJs5cGFOaCIGICIvIiwaImR1ec3RobmF@aWSuLnBvcn0i0iA4MCwaInRobWUub2J2ZX 2

time.observation: September 20th 2049, 07:41:26.000 feed.url: fil
e://localhost/opt/shared/http_logs.json feed.name: _ FEED

protocol.application: get raw: eyJwcmd8b2NvbCShcHBsawWNhdGlvbiIGIC
JHRVQILCA1c294cmNLLmIWI{0gTg4LiEONy4XNCAXMDYiL CAIZ6VZd61uYXRab24ud
XISeBEAACTRTETYT iwnTmR1c3RDbNERaWIII nRwEN1 07 ASMCWATRODWLIND? 177X 17

Remember to change the time range in the upper right corner - the default is 15 minutes.
Change it to something much longer, for example: 1 year.

N ew Sawve

029,900 — Auto

Share Inspect

C Auto-refresh € @ Last1year >

DDDDDEDDDDDDDDUDD

20150701 2015-08-01 20150501 20051001

2015-05-01 2015-06-01

i week

The real strength of Kibana are its visualisations. Let us create a simple visualisation. First, select

Visualise from the left:

Looks like you don't have any visualizations. Let's create some!

=+ Create a visualization
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And select area chart:

. . . >
New Visualization

Q Filter Area
Emphasize the quantity beneath a line chart

& S

Area Controls Coordinate Data Table
Map
o
@ @ &8 =
Gauge Goal Heat Map Horizontal Bar

e T ®

Line Markdown Metric Pie

1 = © =

Region Map Tag Cloud Timelion Vega

[in i

Vertical Bar  Visual Builder

Then pick IntelMQ as an index (it is the only option) and add a bucket for the X-axis:

T
o]

Data Metrics & Axes  Panel Settings

Metrics

n Y-fxis Count

Buckets

Select buckets type
K-Axis
Split Series

Split Chart

Cancel
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Date Histogram is a good choice for aggregation, and time.observation is the only available date
field. Just pick some reasonable values for interval (for example, Daily or Weekly).

Buckets
BB xnis © [x]
Aggregation Date Histogram help
Date Histogram v
Field
time.observation -

Interval

Daily :I

Confirm with the “play” button above:

r Ly

Data Metrics & Axes  Panel Settings | 4

Metrics

. Y-Axis Count

You should see a graph similar to this one:

® Count
500

400

300

Count

200

100

2018-11-01 2019-01-01 2019-03-01 2019-05-01 2019-07-01 2019-059-01

time.observation per day

As you can see, request count distribution is not even. This means that we have more requests on
some days than the others.
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9.4.5 Exploit hunt
Let us use our instinct to find potential exploits in the indexed data.

For example, we can search for suspicious request paths. Let us use a simple Lucene*’ query in
Kibana for that.

What is Lucene? It is a search engine software library originally written in Java. It is used in many
search projects, most famously Apache Solr. However, Lucene is not only a library; its query syntax
is quite simple, and allows operators to easily select the data they are interested in. Because of this,
the Lucene query language became adapted by multiple software projects, including Elasticsearch
and MWDB*.

There are multiple ways to write a Lucene query:

e To do a free-text search, just enter a text string. For example: cgi-bin.

e To search for a value in a field, enter field name and expected value, separated by a colon
character. For example: destination.urlpath: "cgi-bin".

e Instead of a specific value, you can search for a range of values using bracketed squares. It
is best explained using an example: destination.port: [1 TO 1024]

e You can also combine multiple conditions using AND and OR operators. For example,
destination.port: [1 TO 1024] AND destination.urlpath: "cgi-bin".

More documentation can be found on the Elasticsearch website:
https://www.elastic.co/guide/en/elasticsearch/reference/7.4/query-dsl-query-string-query.html#query-
string-syntax

Select Discover in the menu on the left, and type destination.urlpath: "cgi-bin" in the big search box
on the top. This will allow us to find all URL paths with cgi-bin as a URL component. The result
should look like the next page.

47 https://lucene.apache.org/
“8 https:/lwww.cert.pl/en/news/single/mwdb-our-way-to-share-information-about-malicious-software/
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enisa

>_ destination.urlpath: cgi-bin Options

Add a filter +
October 9th 2018, 23:30:59.300 - October 9th 2019, 23:30:53.300—  Auto j
150
£ 100
]
o
50
0 — — —=L
2018-11-01 201580101 20150301 20180501 20180701 2015905901
time.observation per week
Time _source

»  September 20th 2019, 82:31:10.800  gactination.urlpath: /cgi-bin/Viewlog.asp time.observation:

September 20th 2019, ©2:31:10.000 feed.url: file://localhost/
opt/shared/http_logs.json feed.name: _ FEED _
protocol.application: post raw: eyJwcm98b2NvhC5ShcHBSaWNhdGLy

hiTATEINTANHT iwn TiMwrd X 19 7SRnr R TATE T M TINSAw INNONE Y1 AT 7Rz AR

»  September 20th 2019, B2:08:55.0800  gastination.urlpath: scgi-bin/Viewlog.asp time.observation:

September 20th 2019, 02:08:55.000 feed.url: file://localhost/
opt/shared/http_logs.json feed.name: _ FEED
protocol.application: post raw: eyJwcm9Gh2NvbC5hcHBsaWNhdGLy

hiTATEINTANMIT iwn Tnlwd¥ 19 7SRne P TRATETuMAMUMATR G rul AFANST2 TR 7Y

+  September 20th 2019, 80:10:19.800  gactination.urlpath: /cgi-bin/Viewlog.asp time.observation:

September 20th 2019, 00:10:19.000 feed.url: file://localhost/
opt/sshared/http_logs.json feed.name: __FEED__
protocol.application: post raw: eyJwcm98b2NvhCShcHBSaWNhdGly

hiTATEINTANHT iwn TnMwd X 19 7SRne R TRATRTATFUNNT UM nnNT e | RAT 7RV Z AR

The /cgi-bin/ folder is a traditional location for CGlI scripts. CGl is a very dated technology, one of the
first methods used to create interactive websites. CGI scripts are often written in insecure languages
and buggy, which makes them a common target of exploits. Our honeypot obviously has no CGI
support, so we know that all the CGI requests are malicious and probably an exploit attempt.

9.4.6 Exercise 1

Another commonly exploited endpoint is /wp-admin (wordpress admin interface). Find all requests
directed to wp-admin. Are they suspicious? Why?

9.4.7 Exercise 2
Data from the honeypot looks a bit different. For example, POST and GET parameters are saved:

t extra.params.comment @ @ [ #% <script=prompt(1)</script>@gmail.com<isindex formaction=javascript:alert(/X55/) type=submit>'
t extra.params.submit @& @ M % Submit

# feed.accuracy Q Q% 100

--»"s<fscripts

81



ORCHESTRATION OF CSIRT TOOLS

Filter by requests that have some data submitted. Add a filter, this time using an Ul.

First, click the “Add a filter” button:

45,305 hits

>

Add a filter 4

Type “extra.params.submit”, or select it from the list:

Add a filter 4+
I Add filter x
Filter Edit Query DSL

l extra.params.su| l

extra.params.submit

extra.params.submit.keyword

Cancel
Pick the option “exists”, and click “save”:
Add a filter 4
I Add filter x®
Filter Edit Query DSL
extra.params.submit ~
Label
Optional

Draft | Version 2.2 | December 2019
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When you browse the results, you will soon find one with a login attempt - like the following one:

Table |SON

t _id

t _index

e

_SCOre

t _type

Qe N4LMEBWEBOH:NOEL - PWRD
@ Q[ intelmq

0 -
@ g M events

t extra.params.login aed% ')or ('a'='a

t extra.params.password @& @ [0 % 1g2w3edr

t extra.params.submit @ @ % Submit

Let us use this one to find a list of passwords used by criminals for their brute-forcers. We will filter
only for results with extra.params.login. This time we will add a filter even more directly, by clicking a
button next to the result:

Tt _type

t extra.params.
t extra.params,

t extra.params.

G g L events
login e MmM*% ')or ('a'='a

submit @ & [0 % Submit

The results are filtered correctly, but there is too much data to Grok?*95°:

Time

October 15th 2049, 23:41:2@ Q

»  October 15th 2019, 23:41:21.000

» October 15th 2019, 23:41:21.060

_source

raw: eyJ0aWilLnHvdXJjZSTETCTYMDESL TASLTTIVDEZ0] (0107 AwKz Aw0 AwT wg TnHvdXJJZS51cmwi01AlaHROCDOVL 2hvbmV5c690L 21uZ6VAT iwgTnhvdXJjZS5peCIETCTyMzMUOTEUNTQ2L JgzT iwg IV
4dHIhLnBhcmFtcyT6IHs1c3VibW1AT jogTiBTdW] taXQil CAicBFzc3dvemQi0iAiIDFxMNczZ TRy TiwgImxvZ21uljogTliAnKSBvciA0J2ENPSdhIn1d time.observation: October 15th 2619, 23:4
1:21.000 feed.url: file://localhost/opt/shared/snare log.json source.url: http://honeypot/index extra.params.login: ') or ('a'='a extra.params.submit: Sub
mit extra.params.password: 1g2w3edr feed.accuracy: 100 time.source: September 25th 2019, 13:45:00.000 feed.provider: _ PROVIDER _ source.ip: 233.91,146.83

food nama:  CEEN Gds Al MAWARAUVIAET _DWRN  +una: ouonte  imdows infolmn  craras

raw: eyJ0aWilLnHvdXJjZSTETCTyMDESL TASLTTIVDEZO0 (010 MKz w0 AwT wg TnHvdXJJZS51cmwi01AlaHROCDOVL 2hvbmV5c6I0L 21uZ6VAT iwgTnhvdX1jZS5peCIBTCTyMzMUOTEUNTQ2L JgzT iwg IV
4dHINLNBheMFtCYT6IHS 1c3VibW1aT jogIiBTdWItaXQiL CA1CEFZC3dvemQi0iAI TDEYMZQINIc40SISICIsh2dphiI6ICInlykgh3IgKCoxJzOnMSetIn1g  time.observation: October 15th 2019, 2
3:41:21.000 feed.url: file://localhost/opt/shared/snare_log.jsen source.url: http://honeypot/index extra.params.login: ') or ('1'='l--

extra.params.submit: Submit extra.params.password: 123456789 feed.accuracy: 100 time.source: September 25th 2019, 13:45:30.000 feed.provider: _ PROVIDER

conren Sne 799 01 148 09 fand noma- FECR Sd- VI MALBDAUVHAEY MWEn | $unns munnbe | Sndaws Snbalma  conras

21UZGV4T1WgINNYIX)IZSSpCCIBICIYNDILOTIUNTUM] Q2T 1wg IV

raw: eyJoaWLlLnNvdX)iZSI6ICIyMDESLTASLTIAVDEZOQ10] UyKzAw0  AnT 1wgINNvaX1ZS51cmi01AL
4dHINLNBACTFtCyI6IHS 1¢3VibWL0T J0gT1BTdWIt aXQLLCALCEFZCdvemQL0AI IDUANTULNSISICIsb2dpbiI6 1CIQ Jykgh3TgKCex JznkSAtIn1e  time.observation: October 15th 2019, 23:4
1:21.000 feed.url: file://localhost/opt/shared/snare_log.json source.url: http://honeypot/index extra.params.login: ') or ('1'='1-- extra.params.submit: S
ubmit extra.params.password: 555555 feed.accuracy: 108 time.source: September 25th 2019, 13:45:52.000 feed.provider: _ PROVIDER__ source.ip: 242.92.58.246

fasd nama:  CEFR Gds AVIMOWARNUYNAF .DWT7  +una: avants  dimdave dinfalmn  craras

49 Grok is a Logstash filter plugin that can parse unstructured log data into something more structured and better suited for

querying.

50 https://www.elastic.co/guide/en/logstash/current/plugins-filters-grok.html
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To fix this problem, select proper fields in the field selection box and click add. Do this for

extra.params.login and extra.params.password:

Selected fields
7 _source

Available fields

t _id

t _index
# _score
t _type

t extraparamslogin
t extra.params.password

t extraparams.submit

The result should look like this:

Time
¥ October 15th 2019
¥ October 15th 2019
»  October 15th 20189
»  October 15th 2819
v October 15th 20189
¥ October 15th 2019
»  October 15th 20189
»  October 15th 2819
v October 15th 20189
¥ October 15th 2019
»  October 15th 20189
»  October 15th 2819
v October 15th 20189
¥ October 15th 2019
¥ October 15th 2019
»  October 15th 2819
v October 15th 2019

r41

t41

141

14l

141

t41

141

14l

141

t41

141

14l

141

t41

H

14l

141

21

21

21

21

21

21

21

21

21

21

21

21

21

21

21

21

21

extra.params.login

'Jor ('a'='a

) oor ('1'='1--
) oor (11="1--
admin'/*

'or 1=1--

) oor ('1'='1--

Y oor ('a'='a

admin' #

") or (1=t

"o 1=1--

Y oor ('4'='1--

" ogr "av=va

admin'--

1ztigrt

Lor'a'='1

'Jor ('a'='a

izt

extra.params.password

102waedr

123456789

556555

123que

123que

5556565

1q2w3edr

google

google

password

gqwertyuiop

666666

admin

102wde

password

123123

654321
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Can you tell what kind of attack against the web application is attempted here (hint - it is one of
OWASP top10 attacks)? What are the countermeasures against this attack? What are the possible
repercussions?

Find a few most commonly attempted passwords. Are they strong or weak on average? Do you think
that a company policy with a blacklist of forbidden passwords is a good idea? If yes, which freely
available data sources or APIs would you use to get a better list of easily crackable passwords?

Prepare a short advisory for your constituency. It should contain a warning against this kind of
attacks, and specific details for this campaign, including a list of most common attempted passwords.

9.4.8 Exercise 3

Now let us look at the comments. Remove the filters and selected fields.

Add a field extra.params.commend and add a filter to select only messages with an
extra.params.commend field. The result should look like this:

LIS VAL PEE EER,

Time extra.params.comment

» October 15th 2019, 23:41:21.000  <scriptsprompt(1)</script=@gmail.com<isindex formaction=javascript:alert(/XSS/) type=submit>'-->"></script>
v October 15th 2019, 23:41:21.800  <IMG SRC="javascript:alert("RSnake says, 'XS5'") >

v October 15th 2019, 23:41:21.000  <IMG """><SCRIPT>alert("XS5")</SCRIPT>">

v October 15th 2049, 23:41:21.000  <IMG SRC=javascript:alert(String.fromCharCode(88,83,83))>

v October 15th 2049, 23:41:21.000  <IMG SRC="jav&#x0D;ascript:alert{'Xs5');">

v October 15th 2019, 23:41:21.000  </script><script»alert('XSS');</script>

v October 15th 2019, 23:41:21.000  <IMG SRC="jav&#x09 ascript:alert{'Xs5');">

»  October 15th 2049, 23:41:21.008  <img src=x onerror="&%00001 Té#AOBOLL TE#0000115 1148% 1058# 1128% 11684
D11684 2 m 41"

v Octoher 15th 2019, 23:41:21.800 <IMG SRC=javascript:alert(String.fromCharCode(38,83,83))>

v October 15th 20189, 23:41:21.008  ';alert(String.fromCharCode(88,83,83))//';alert(String.fromCharCode(88, 83,83))//";

v October 15th 2019, 23:41:21.000  ></SCRIPT>">'><SCRIPT»alert(String.fromCharCode(88,83,83))</SCRIPT>

»  October 15th 2049, 23:41:21.008  <img src=x onerror="&%00001 Té#AOBOLL TE#0000115 1148% 1058# 1128% 11684
01168 408 5 41>

v October 15th 2019, 23:41:21.800  <IMG SRC=/ onerror="alert(String.fromCharCode(88,83,83))"></img>
v Octoher 15th 2019, 23:41:21.800 <IMG SRC="jav&#x0A;ascript:alert('XS5');">

b October 15th 2019, 23:41:21.000  ></SCRIPT>">'><SCRIPT>alert(String.fromCharCode(88,83,83))</SCRIPT>

Can you tell what kind of attack against the web application is attempted here (hint - it is one of
OWASP top10 attacks)? What are the countermeasures against this attack? What are the possible
repercussions?

Most attacks have only local code, but some exploit attempts are referencing an external server. Find
URLSs of the external servers used in the attack.

Prepare a short advisory for your constituency. It should contain a warning against this kind of
attacks, and specific details for this campaign, including a list of servers used by the attackers.

Draft | Version 2.2 | December 2019
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10. THEHIVE ANALYST

10.1 INTRODUCTION:

Parameter ‘ Description ‘ Duration

This exercise introduces TheHive - platform supporting incident handling. Trainees

VL OIETESIG are going to get familiar with TheHive, Cortex and related concepts.

Targeted Audience | The exercise is dedicated to (new) CSIRT staff involved in incident handling.

Total Duration 1,5 hours 90 minutes
Time Schedule Introduction to the exercise 20 minutes
Task 1: Understanding general workflow of TheHive 15 minutes
Task 2: Get familiar with TheHive interface 15 minutes

Task 3: Performing an investigation of provided case by creating tasks, enriching

data using Cortex analysers and discussion on obtained results. A LIS

In this part of the exercise, you will be introduced to TheHive®' — a platform for incident handling
dedicated for Security Operational Centres. TheHive provides an efficient platform for multiple users
to investigate cases in parallel. The software has built-in tools for data enrichment and automatically
correlates tags and observables. You will learn about the components like Cortex and analysers. We
will also synchronize TheHive with MISP52,

TheHive uses Elasticsearch as its database. In the training environment, the Elasticsearch instance
used by TheHive is storing its files on another Kubernetes®® container. Such a setup allows restarting
TheHive container without losing data (that normally happens to all changes that were made inside
the container).

Cortex54 is the environment for small worker applications called analysers. These applications can
be invoked in a number of ways — from TheHive, from the Cortex web interface (using the Cortex

REST API) or using the Cortex4py library. Many analysers come shipped with Cortex, but it is very
easy to create new ones using any programming language.

10.2 TASKS:
To start learning environment execute following commands once you boot the virtual machine (VM
user: enisa, password: enisa):

e cd /opt/enisaltrainings-2019/analyst/thehive

and then

e ./start_exercise.sh.sh (sudo pass: enisa)

51 https://thehive-project.org

52 https://lwww.misp-project.org

53 https://kubernetes.io

54 https://github.com/TheHive-Project/CortexDocs
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And wait for the following message “Your environment is up and ready!”

If you want to start the training all over again, you need to execute ./stop_exercise.sh and then
Jstart_exercise.sh.sh

10.2.1 General workflow
Important concepts that will help you understand the workflow in TheHive include:

e case —itis the root object of investigation,
e task —one or more tasks can belong to a case.

e observables — added during the investigation, similar to MISP attributes, can be marked as
Indicators of Compromise and sighted.
e alerts — security events, which can be imported e.g. from MISP

General workflow is shown on the following graph:

Create new Case

¥

¥

Create Investigation task(s)

Y

A

Start investiagation

¥

Add observables

L 4

Are observables
enriched?

Y

s investigation task
completed ?

Run Cortex ana Iyzers

Add comments and
close task

Case investigatio
completed ?

YES

Y

Close Case

The idea shown here is that in order to perform investigation, you need to create tasks (those can be
separated between analysts) and tasks should result in getting new information and this should be
put into the TheHive (as observables or notes). Once new observables are added, we can enrich
those using analysers to widen our understanding of the situation.
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10.2.2 Let’s get into Ul!
Login to TheHive instance at thehive.enisa.ex to an admin account (login admin, password admin).

Note: if you encounter SSL warning, you can ignore it, as this is a training environment. If you see a
50x error, wait a few seconds and refresh the page.

Let us focus on observables for a while. They can be of different types (IP, domain, hash, URL, ...)
and some of them can be flagged as 10C (Indicator of Compromise) or additionally tagged.

Each observable must have defined TLP (Traffic light protocol®®) and a tag or description (or both).
Observables can be exported in various formats, including MISP and analysed using Cortex
Analysers.

10.2.3 Hands-on
Find an important alert in TheHive (triage). Alerts are coming from MISP events (because integration
is configured and enabled).

The most relevant event corresponds to a report describing a campaign targeting the CSIRT’s sector.
Phishing email and other 10Cs are included in the original event. Import it as a case by clicking the
“Preview and import” icon on the right side. Then scroll down and click “Yes, Import” with the “Empty
case” option.

Then create two tasks for investigating both IP addresses that are added as observables. To do so,
go to the “Tasks” tab and create one by one by clicking on “Add Task”.

One task will concern C&C IP address (Command and Control) and the second will be about IP
addresses used for recon. You can fill the “Task group” field e.g. “data enrichment”. Task groups can
help better understanding what this particular task is about. Keep in mind, that those two tasks could
be assigned to two analysts and performed simultaneously.

We will utilize Cortex to get more information about the incident observables in an easy way.
Supporting datasets are provided: logs in Elasticsearch (containing information about who accessed
our CSIRT website) and the ipasn database (matches particular IP addresses to the AS number that
they are assigned to).

First, start a task concerning IP address used for recon (you can tell which one it is by reading a
description when you put the cursor over IP). Click “Start” and run analysers against that IP. To do
that, go to observables tab, click on [ip]: 215[.]148[.]86[.]190 and scroll down to the list of analysers.
Then click on all red icons in “Actions” column to start analysis. Results can be obtained by clicking
on the analysis date; json returned from the analyser script can be seen by clicking “Show raw
report”.

Discuss: What is the result of analysis? Did you obtain any additional information?

Add them as notes in the task, set up a “Has been sighted” and then close the task.

Next, start another task and proceed with the same steps as with the previous IP. Run analysers and
see if there is any additional info. Pay close attention to retrieved the AS number. Add it as another

observable as it is related to the case. To do that, go to observables tab, click “Add observables”,
select “other” from the type dropdown and paste “AS327712” at “Value” field.

55 https://www.us-cert.gov/tlp
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Write a short description and submit by clicking “Create observable(s)”. Now click on the ASN
observable and check if there is a related case. If there is, check that case and try to gain more
knowledge from it.

When you are done, add notes to the task and close it.

Conclude the investigation by exporting 10C’s to MISP by clicking “Share” and “Export” in a popup
window.

Now you're ready to close the case in TheHive by clicking the “Close” button in the Case header,
selecting appropriate status, writing a brief summary and clicking “Close case”.
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11. ARCHITECTURE AND
TECHNICAL BACKGROUND

11.1 INTRODUCTION
Each exercise is contained in a single repository. The repository structure is presented below:

e ADMIN - scenarios for the admin part of the workshop
e Elasticsearch
e elasticsearch-bare - represents starting state of the Elasticsearch admin scenario
e exercise/basics - resources for building the manual for the scenario
¢ README.md - manual for the trainee
o IntelMQ
e intelmg-clean - represents starting state of the IntelMQ admin scenario
e intelmg-populated - represents final state of the IntelMQ admin scenario
e  Scripts - helpers scripts for running honeypot services and data conversion
e MISP
e Data - data needed for exercises
e misp-bare - represents starting state of the MISP admin scenario
e misp-configured - represents final state of the MISP admin scenario
e README.md - manual for the trainee
¢ Reset-data.sh - script for resetting the state of the scenario
e TheHive
e Cortex-analyzers - directory to store Cortex analysers
e Cortex-config - directory mapped to config directory of Cortex service, allows
editing it from hosting system
e Data - directory containing data for services used in TheHive scenario
e thehive-bare - directory contains helm configuration of starting state of thehive
admin scenario
e thehive-config - directory mapped to config directory of TheHive service, allows
editing it from hosting system
e hive_bash.sh - allows to get shell inside TheHive pod
e hive_logs.sh - allows to retrieve logs concerning TheHive application
e reset _data.sh - brings exercise environment to initial state
e restart_thehive.sh - restarts pod containing TheHive application
e start_exercise.sh - script starting TheHive exercise environment
e stop_exercise.sh - script stopping TheHive exercise environment

e ANALYST - scenarios for the Security Analyst part of the workshop

e IntelIMQ
e Config - config files used by InteIMQ (preconfigured pipeline state)
o exercise/basics - (pictures/screenshots used by the trainee manual)
e intelmq - represents a starting state of the IntelIMQ analyst scenario
e Shared - shared directory for files used by the IntelMQ and analyst
e README.md - manual for the trainee

° MISP
e Data - data needed for exercises
e misp-bare - represents starting state of the MISP analyst scenario
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e misp-configured - represents final state of the MISP analyst scenario
e README.md - manual for the trainee
e Reset-data.sh - script for resetting the state of the scenario
e TheHive
e cortex-analyzers - directory to store cortex analysers
e cortex-config - directory mapped to config directory of Cortex service, allows
editing it from hosting system
e data - directory containing data for services used in TheHive scenario
e thehive-configured - directory contains helm configuration of starting state of
TheHive analyst scenario
e thehive-config - directory mapped to config directory of TheHive service, allows
editing it from hosting system
e hive_bash.sh - allows to get shell inside TheHive pod
e hive_logs.sh - allows to retrieve logs concerning TheHive application
e reset_data.sh - brings exercise environment to initial state
e restart_thehive.sh - restarts pod containing TheHive application
e start_exercise.sh - script starting TheHive exercise environment
e stop_exercise.sh - script stopping TheHive exercise environment
e Server-configuration - configuration needed for setting up workshop framework on
the machine
e Ingress
¢ README.md
¢ README.md

11.2 ARCHITECTURE

The whole infrastructure is based on Kubernetes®® with help from Helm5758 for managing packages,
which we call scenarios.

For the Kubernetes cluster, we used microk8s ,5° which allows to easily setup a single-node
Kubernetes cluster locally. Our goal here was to create a solution that can be adapted to work as a
cloud solution without requiring a lot of changes.

Each of the scenarios is a single helm chart. Chart represents one scenario which can be built on top
of multiple systems. Systems that make up a scenario are supposed to be easily swappable between
the scenarios.

A chart is organised as a collection of files inside of a directory. The directory name is the name of
the chart (without versioning information).

11.3 ADDING A NEW SYSTEM

Adding a new system to the framework is a multiple step process.

e Find or create a Dockerfile for the system you want to setup and upload it to the Dockerhub

e Create a Kubernetes manifest file describing the system. You will probably need to specify
at least Deployment and Service, maybe an Ingress as well. (Check existing files for more
information).

¢ Find out which paths inside the Docker container are used for database/config and can be
used as a way to create multiple states of the system. e.g. in MISP we used two paths for
customization - “/var/lib/mysql” and “/var/www/MISP/app/Config”.

e Create volume mounts in the manifest file from paths discovered in the previous step.

56 https://kubernetes.io/

57 https://helm.sh/

58 https://github.com/helm/helm
59 https://microk8s.io/
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e Copy data from the Docker container outside to successfully mount them as hostPaths.

e Create templates in places of the host paths to allow for changing them with values.yaml
from Helm.

e (Optionally) If you would like to add new data on top of that contained in the database files,
you can add a post-install hook to the helm chart. You can read more about them here.

11.4 ADDING A NEW SCENARIO
To add new scenario we have to create a new chart. This can be done by typing the following
command:

e helm create charthame

This should create a new directory with a helm chart directory structure.

e Charthame
e Values.yaml

e Chart.yaml
e templates/
e charts/

This resource explains the purpose of each of the files contained in the directory.

The most important part of this structure is the templates directory. It is the place where all
Kubernetes manifests (.yaml files) are stored.

The next step is to fill the templates folder with yamls representing the system you would like to
setup.

If you want to add a new system look at the “Adding new system” chapter first. This is the place
where you would add your Kubernetes manifest with abstracted out variables (all of the jinja syntax
you can see below).

As an example, we present MISP Kubernetes manifest file used by our scenarios:

apiVersion: extensions/vlbetal
kind: Deployment
metadata:
name: {{ template "misp.fullname" . }}
labels:
app.kubernetes.io/instance: {{ .Release.Name }}
helm.sh/chart: {{ .Chart.Name }}-{{ .Chart.Version }}
app.kubernetes.io/name: {{ template "misp.name" . }}
spec:
replicas: {{ .Values.replicaCount }}
template:
metadata:
labels:

app.kubernetes.io/name: {{ template "misp.name" . }}

Draft | Version 2.2 | December 2019
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app.kubernetes.io/instance: {{ .Release.Name }}
spec:
containers:
- name: {{ template "misp.name" . }}

image: "{{ .Values.image.repository }}:{{ .Values.image.tag }}"
imagePullPolicy: {{ .Values.image.pullPolicy }}
ports:
- name: https
containerPort: 443
protocol: TCP
volumeMounts:
- mountPath: /var/lib/mysql
name: misp-mysql-volume
- mountPath: /var/www/MISP/app/Config
name: misp-config-volume
volumes:
- name: misp-mysql-volume
hostPath:
path: {{ .Values.volumes.mysqlPath | quote }}
type: Directory
- name: misp-config-volume
hostPath:
path: {{ .values.volumes.configPath | quote }}
type: Directory

To allow multiple states to be used for each system, we opted for mounting configuration/database
files from configurable locations.

Locations for database and config files are abstracted out to the values.yaml file.
NOTE: To create a hew system state, copy existing one and create new chart.
Now run this chart by typing helm install newchart.

You can play with the running system and change its state now, all the changes are going to be
saved on disk. This is how you create new state from previous one.

After putting together your chart, you can test it out with Helm install chartname

11.5 DEBUGGING ESSENTIALS
This section should help in case of difficulties with training environment.

For setting up instances of tools, we are using helm so you need to get familiar with basic commands
to work with it.
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To list currently installed charts, in terminal type: “helm Is”

In addition, in case of running TheHive training you should get something like:

helm 1s
NAME REVISION UPDATED STATUS CHART APP VERSION NAMESPACE

peeking-emu 1 Tue Dec 3 19:15:59 9 DEPLOYED thehive-configured-8.1.8 1.0 default

In order to get more details about a particular helm chart use Helm status <name of the deployment>,
eg:

helm status idolized-snake
LAST DEPLOYED: Tue Dec 3 13:34:10 2019
NAMESPACE: default
DEFLOYED

RESOURCES :

==> v1/ConfigMap
NAME AGE
es-config 115m

=—> v1/Deployment

NAME AGE
hive-elastic 115m
thehive 115m
thehive-cortex 115m

=== v1/Pod(related)

NAME

hive-elastic-84c7d478f4-6rwnj
idolized-snake-misp2-5774fdcb86-vkjkk
thehive-5cb485c7bb- 5
thehive-cortex-58777c676-1kfs4

==> v1l/Service

NAME AGE
cortex-service 115m
elastic-service 115m
misp2-service 115m
thehive-service 115m

==> vlbetal/Deployment
NAME AGE
idolized-snake-misp2 115m

==> vlbetal/Ingress

NAME AGE
idolized-snake-misp2 115m
ingress-cortex 115m
ingress-thehive 115m

As any helm chart is a set of running containers, above you can see a list of running pods and
information about them.

To run any of the exercises, the user needs to type a “helm install <chart name> command.

If something goes wrong (eg. lost internet connectivity during image download) you may need to
delete the chart by helm delete <chart name>

You can get a list of containers also by running “kubectl get pods”.

Another useful command is “kubectl version”. It not only shows versions of both client and server
Kubernetes version but to check server version it also checks connectivity between the two. If in
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server version, you get an error about TLS handshake timeout or Connection refused, you may need
to restart microk8s service as described below.

If you want to get details on what is going on inside of the particular container, you can check it with
“kubectl describe pod <name of the pod>"

In case you need to see the logs of an application running in a pod, execute “kubectl log <name of
the pod>".

To get bash command line inside of the container (e.g for debugging purposes) execute

“kubectl exec -it <name of the pod> bash”

11.6 POSSIBLE ERROR MESSAGES:
When you try to start any of the training environments, you can get error like below:

11.6.1 Error type 1
could not find a ready tiller pod

That error means that helm module responsible for chart management and usually takes some time
to start up after booting the system. After few minutes helm should work properly.

11.6.2 Error type 2

release mewing-bobcat failed: configmaps "es-config" already exists
Probably some helm chart are up. Check that by “helm Is” and “helm delete <release name>"

11.6.3 Error type 3

get http://localhost:8080/api/vl/namespaces/kube-
system/pods?labelSelector=app3Dhelm%2Cname%3Dtiller: dial tcp 127.0.0.1:8080: connect:
connection refused

Why? The microk8s service could not be loaded properly. To diagnose that, run “microk8s.inspect”
and see the results. You will see “self-diagnosis test” and probably one of the services be in FAIL
state, eg.”FAIL: Service snap.microk8s.daemon-apiserver is not running".

To get this fixed run microk8s.stop and then microk8s.start. If that does not help, update system

(https://github.com/ubuntu/microk8s/issues/496)

11.6.4 Error type 4

incompatible versions client[vx.x.x] server[v x.x.X] (x-ed version numbers)

Our Kubernetes templates use vl1-beta API of Kubernetes and both server and client cannot be more
recent than 1.15/stable (as there is no backward compatibility in 1.16). VM is prepared with this
version but in case of accidental upgrade, you need to un-install microk8s and kubectl and then
install them according to server-setup guide.

Draft | Version 2.2 | December 2019
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